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Macroscopic Internet Outages

• Large-scale disruption 
(“outage”, “leak”, “hijack”)

• Potential causes: natural 
disasters, cyber attacks, 
physical attacks, terrorism, 
war, bugs and 
misconfigurations, 
government order, …



Cost of Outages

Popular Destinations rerouted to Russia
Posted by Andree Toonk - December 12, 2017 - Hijack0
Early this morning (UTC) our systems detected a suspicious event 
where many prefixes for high profile destinations were being 
announced by an unused Russian Autonomous System. Starting at 
04:43 (UTC) 80 prefixes normally announced by organizations such 
Google, Apple, Facebook, Microsoft, Twitch, NTT Communications 
and Riot Games were now detected in the global BGP routing […]



Layered View of the Internet

B. Huffaker and Y. Hyun. Interactive Access to Internet Topology Data. CAIDA. 2016.



Border Gateway Protocol (BGP)

• Central nervous system of the
Internet

• Determines how data is 
routed from one AS to 
another



Routing Anomalies: Prefix Hijacking

• BGP (or ‘prefix’) Hijacking
• A BGP participant intentionally 

sends false connectivity 
information

• Route Leak
• An unintentional 

misconfiguration that causes a 
BGP participant to send 
incorrect connectivity 
information

• Both result in traffic flowing 
incorrectly



Internet Traffic Misdirection



Prior Work: Control Plane
• Control Plan Approaches: 

• Monitor BGP updates or routing tables from a distributed set of BGP monitors 
[Khare et al 2012, Lad  et al 2006, Sermpezis et 2018].

• Look for inconsistencies in the origin of prefixes announced by ASes or 
unexpected path changes.

• Limitations
• Tend to report a large number of false positives
• Detection typically occurs after ASes have accepted a malicious or 

misconfigured route



Prior Work: Data Plane
• Use application such as ping and 

traceroute to detect routing 
anomalies [Zhang et al 2010, Zheng 
et al 2007]

• Monitor the reachability of routes 
from the victim to detect anomalies

• Higher detection accuracy
• Approaches do not scale well since 

they require a considerable number 
of active measurements



Our Approach
• Goal: Identify routing anomalies as they emerge, several hours before the 

anomalous event is detected by state of the art approaches
• Use control plane data collected by network monitoring tools (Routeviews, 

BGPStream)
• Approach relies on the key observation that anomalous BGP 

announcements are made/sent in bursts
• Burstiness refers to the tendency of certain events to occur in groups of relatively 

high frequency, i.e., short inter-arrival time intervals, followed by periods of relatively 
infrequent events

• We characterize bursty announcements through statistical analysis of inter-
arrival times

• We conduct a case-based systematic analysis of the changes in inter-arrival 
times that are associated with three well-known anomalous events



Measuring BGP



Measuring Burstiness

• XA→B = {XA→B (t )}, t = 0, 1, . . . , N 
be a time series of time-stamped 
announcements sent by AS A 
and received by collector B.

• Let τA→B be a random variable 
that represents the time interval 
between consecutive 
announcements so that τA→B 
takes values in {XA→B (1) − XA→B 
(0),XA→B (2) −XA→B (1), . . . ,XA→B 
(N) − XA→B (N − 1)}



Burstiness cont.

• The inter-arrival time 
distribution P(τA→B )  can be 
characterized by a burstiness
factor defined by 

• Here σ and μ denote the 
standard deviation and mean of 
the inter-arrival time 
distribution.

• Note that B = −1 for σ = 0, which 
means regular time intervals

• B= 0 for σ = μ in the case of 
random time intervals. Finally, it

• has a value of 1 for σ → ∞ and a 
finite μ in the case of a highly 
bursty time series of 
announcements.



Case Study: Idonesia

Indosat- An Indonesian ISP hijacks the world. On April 2, 2014, starting 
at 18:26 UTC, Indosat (one of the largest telecommunications providers 
in Indonesia) announced more than 320, 000 IP prefixes belonging to 
other networks. Indosat announced roughly two-thirds of the entire 
Internet address space. A large fraction of the hijacked prefixes 
belonged to Akamai, which is one of the larger Content Delivery 
Networks. This incident lasted approximately for 2.9 hours until 21:15 
UTC. Traffic continued to be delivered; however, the path of the traffic 
was significantly altered.



Case Study: Malaysia

Global collateral damage of the Telecom Malaysia leak. On June 12, 2015, 
starting at 08:43 UTC, Telecom Malaysia announced about 179, 000 IP 
prefixes to Level 3 (the largest crossing AS). Level 3 accepted these 
announcements and then propagated the routes to their peers and 
customers around the word. Because Telecom Malaysia is a customer of 
Level 3, the routes announced by Telecom Malaysia were identified as a 
preferred delivery route for Level 3. This event caused a significant packet 
loss and Internet service degradation around the world. Level 3 suffered a 
significant loss of connectivity from the Asia pacific region and the rest of the 
world. Note this was a leak, so the data were not delivered after being 
transmitted to Telecom Malaysia. This incident lasted approximately 2.7 
hours. At around 10:40 UTC there were slowly observed improvements, and 
by 11:15 UTC the errors in the Routing Information Base (RIB) began to be 
resolved.



Case Study: India 

Large scale BGP hijack in India. On November 6, 2015, starting at 05:52 
UTC, Bharti Airtel Ltd., claimed the ownership of about 16, 123 IP 
prefixes. These addresses corresponded to more than two thousand 
unique ASes. This event became widespread because two large ASes
(e.g.,Cogent Communications and GlobeNet Cabos Submarinos S.A.) 
accepted and propagated these routes to their peers and customers. 
Legitimate owners of the prefixes included Akamai, Tata 
Communications, and Apple Inc. This incident lasted approximately 8.9 
hours until 14:40 UTC.



Results: Indonesia



Results: Distribution of Burstiness and 
Number of Announcements



Comparison with the Null Case

• Test the null hypothesis: ASes
send announcements in a bursty
manner even during times 
where no malicious event was 
detected.



Detection Method
• Measure used in the context of 

intrusion detection
• QA->B – number of 

announcements sent from AS A 
to collector B; exponentially 
weighted

• r is the decay factor (1/300); 
subsequent announcements 
sent in less than 300 seconds

• Δ = X A->B(t) – X A->B(t-1); inter-
arrival time of consecutive 
announcements



Detection: Indosat

• Observations that are more than 
two standard deviations from 
the moving average are labeled 
with a star,

• Collector, route-views.linx has 
the largest number of feeders 
and detects a deviation from the 
normal inter-arrival time 3 hrs
43 min 2 seconds before the 
earliest detection of the event. 



Summary
• Distributed views of the Internet at the AS-level can be used for early 

detection of large-scale Internet disruptions despite their distributed 
and incomplete nature.

• The event is visible as anomalies in the inter-arrival time of BGP 
announcements.

• A view that is constructed from a smaller number of feeders is not as 
robust and changes in similarity may have a larger range and persist 
after the event.

• This method has potential for early detection of large-scale control-
plane anomalies; enabling quicker mitigation.
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