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Abstract—We propose PriView, an interactive privacy- of data: some datd that should remain private, such as
preserving personalized video consumption system, that the user’s political views, age, gender; and some data
protects a user's privacy while delivering relevant contef  that the user wishes to release to a service provider in
r?‘t:ﬁr?hme”‘ia“o?s tol_tt_he_“tser' Priview provides the_”kser exchange for some utility, such as video ratings to get
with fhree functionaiities. transparency on privacy sk, o, ntent recommendations. As these two kinds of data are
control of privacy risk, and personalized content recom- . . . .

correlated, releasing video ratings could potentialiydlea

mendations. PriView bridges privacy theory and practice: i N )
it successfully implements an information theoretic frame {0 révealing user's private data through inference attacks

work to design a utility-aware privacy-preserving mapping Inde_ed, large scale surveys [2], [3] have shown .thgt the
that perturbs a user’s video ratings to prevent inference audiences for a number of TV shows can be distinctly

of user private attributes, e.g. political views, age, gerel, characterized.

while maintaining the utility of the released perturbed o

ratings for recommendation. Our model uses convex op- A Contributions

timization to learn a probability mapping from actual PriView is an interactive privacy-preserving system for

ratings to perturbed ratings that minimizes distortion video consumption and recommendation that provides

subject to _a_pri\{acy. constrair?t.. One practicallchallenge a user withprivacy transparency and control, while

of the optimization is scalability, when the size of the .\ Jiniaining thequality of recommendations the user

underlying alphabet of the user data is very large, e.g. due . L . .
receives. The PriView system shows the risk of releasing

to a large number of features representing the data. To : o
reduce the optimization size, we introduce a quantization data related to media preferences (e.g. tv show viewing)

step that allows to control the number of optimization With respect to private attributes (e.g. political viewgea
variables, and explore using low rank approximations gender), and how these risks can be controlled while
of the rating matrix. Evaluations on the Politics and providing relevant personalized recommendations to a
TV dataset show that these methods can achieve perfectyser. The modules of PriView:

privacy with little change in recommendation quality. « help the user monitor his privacy status

o inform the user, before he releases data, of the
potential threat that he may incur by releasing such
With the advent of targeted advertising and the pop- data,

ularity of mining user data, users find their privacy « give means to the user to control the information

threatened. To address this rising concern, many privacy- leaked on private attributes by the released data,

preserving mechanisms have been proposed [1]. Most and inform him of the measures taken to ensure his
of these mechanisms have strong theoretical guarantees, privacy,

but often lack practicality. For instance, reaching a « maintain the quality and relevance of personalized

sufficiently high level of privacy often requires that the = recommendations while preserving privacy.

user data be distorted to the point where it is not uBriView has the potential to be interfaced with online

able. PriView demonstrates an interactive privacy systemnigeo services, as well as TV and VoD services. It could

which brings together theory and practice, and showiso be extended to other media content, e.g. music,
how information-theoretic privacy can lead to practicadlooks, news, and to other products, services, or locations
policies for protecting user profiles, while maintainingated online by users.

the utility of sanitized data. Implementing each module of PriView required solv-
We consider the setting where the user has two kinitg) practical challenges. More precisely, PriView imple-

. INTRODUCTION



ments an information-theoretic privacy-utility framewor and control his privacy risk through data perturbation.
[4], that successfully reduces the privacy risk to zetriView is the first practical system to implement an
while maintaining utility of the sanitized data released binformation-theoretic privacy-utility framework [4] all
the user. The first practical challenge, encountered whitie way from the user end to the recommender end—
implementing this privacy-utility framework, is that ofand thus to be supported by strong theoretical guarantees
scalability. The framework relies on convex optimizatioagainst any inference attack algorithm. PriView success-
to generate a probability mapping that perturb viddally runs a matrix-factorization recommender system on
ratings, however the number of optimization variabldep of privatized data.
in the original framework grows quadratically with the Privacy-utility tradeoffs have been studied under either
number of possible rating vectors to map to. For instanee)ocal privacy setting, or a centralized privacy setting.
for rating vectors of length 50 shows, and a 0-5 star In the local privacy setting, users do not trust the entity
rating scale, there exi$f” possible rating vectors, thusaggregating data. Thus, each user holds her data lo-
6'% optimization variables. We reduce the number afally, and processes it according to a privacy-preserving
optimization variables by introducing a quantization stapechanism before releasing it to the aggregator. Local
prior to the optimization [5]. Clustering techniques, e.garivacy dates back to randomized response in surveys
K-means clustering, are used to quantize rating vect§®$, and has been considered in privacy for data mining
into K clusters, prior to solving the privacy optimizationand statistics [4], [5], [7]-[14]. The setup we consider
in order to reduce the size of the optimization &Z. falls under the local privacy setting, since the service
The second challenge is that the framework requirpsovider is assumed to be untrusted, and users wish to
estimating the prior distribution between private dafarotect against statistical inference of private inforiomat
A and data to be released, yet the Politics and TV from data they release to the service provider. Local
dataset that we use to estimate the prior distribution igavacy has also been considered in the differential pri-
relatively small dataset. Thanks to the quantization ste@cy [15], [16] corpus, e.g. for learning concept classes
we adapted the framework to use the prior distributidd 2], clustering [13], and statistical parameter estioati
between private data and quantized data, and used kefthé]. These works are concerned with the problem of
density estimation to smooth our distribution estimatelearning aggregate statistical properties from the data of
We analyze the performance of our system in terms &éveral users. In contrast, we focus on devising content
privacy and utility. First, the mutual information betweemecommendations for an individual user while maintain-
the user’'s private data and perturbed dafal; B) is ing the privacy of this individual user’s attributes.
used as a privacy measure. We show that our privacyin the centralized privacy setting, a trusted entity
mapping fromB to B successfully breaks the existingaggregates data from users in a database, while an un-
correlation betweemd and B by bringing the mutual trusted analyst asks queries on the database. The trusted
information I(A;B) to 0, which is equivalent to sta-aggregator jointly processes data from multiple users
tistical independence between the private variablend according to a centralized privacy-preserving mechanism
the distorted dat#. Consequently, inference attacks thab produce a privatized answer to the query, that is
try to infer A from B fail, as shown by our evaluationsreleased to the analyst. The centralized privacy setting is
The second performance metric measures the utility lass stringent than the local privacy setting. Information
the recommendation end, by comparing the root metreoretic frameworks have been used to analyze privacy-
square error (RMSE) of rating prediction based on actudtility tradeoffs in the centralized database setting. One
and privatized ratings. Our evaluations show that PriVielime of work [17], [18] asymptotically characterizes rate-
succeeds in ensuring perfect privacy while maintainirdjstortion-equivocation regions as the number of data
the quality of recommendations. samples grows large. Traditionally, many differentiat pri
vacy works assumed a centralized setting with a trusted
B. Related Work database owner, and focused on making the output of an
To the best of our knowledge, PriView is the firsapplication running on the database differentially pevat
practical interactive system whidhforms a user of the e.g. data mining [19], social recommendations [20] and
privacy risks for multiple sensitive attributes (poliicarecommender systems [21]. More specifically, [21] con-
views, age, gender) frormy inference attackprior to the siders the case of a trusted recommender system who has
release of the user’s data (ratings) to a service providaccess to ratings from privacy-conscious users, and ad-
and that gives means to the user to continuously monitinesses the challenge of training a differentially-pevat



recommendation algorithm based on these original ratd the design of the privacy-preserving mapping, are
ings. In contrast, we study a local privacy setup where tdéscussed in greater details in Section IlI.
recommender system is not trusted by privacy-consciousiVe would like to point out that in the local setting,
users, who wish to protect against statistical inference pérfect privacyI(A4; B) = 0 is equivalent to statisti-
private information from data they release to the recoroal independence betweeh and B, i.e. pB|A(B|a) =
mender. We also assume that the recommender sysgarlnA(g,a/) = p(b), for all a, a’ andb, which in turn is
already owns a recommendation algorithm, trained qn .

. : . eqsuwalent toB being locally0-differential private with
ratings from non-privacy conscious users, and we addres

i ! . TeSpect toA. Indeed, in the local setting, on one hand
the privacy challenges faced by any privacy-conscioys

. e local databasel is of size1 as it contains only
user who wishes to use the recommender system. . s
the data of a single individual user, thus all databases

a, o' are neighboring databases [12], [14]; on the other
hand, the service provider asks for the quérywhich
Afue to its correlation withA can be considered as a

We consider the local privacy setting described in [ _ : _ c
[5], [10], where a user has two types of data: some d fadﬁdomlged function of4, and receives the sanitized
’ ’ ' yersion B. Thus, in the local privacy setting at perfect

that he would like to remain private, e.g. his political ~ ) X X : -

views, age, gender, and some data that he is willing 6|vacy, j[he |r_|format|on_theoret|c prlvacy metnc and the
release publicly and from which he will derive som |fferent|al privacy metric are equivalent with respect to
utility, for example the release of his media preferenc8§'vate datad [22].

(TV show ratings) to a service provider allows the us
to receive content recommendations. We denotd ltiye

vector of personal attributes that the user wants to kee@gBased on research on information theoretic privacy,
private, and byB the vector of data he is willing to makePriView showcases a service that allows the user to
public. We assume that the user private attributeare release data about his media consumption (e.g. TV
linked to his dataB by the joint probability distribution viewing habits) to get content recommendations, while

pap. Thus, an adversary— the service provider or ensuring that attributes he deems sensitive (e.g. pdlitica
third party with whom he may exchange data— whgiews) and wants to remain private, are protected against
would observeB could infer some information about inference attacks. PriView system provides the following

from B. functionalities:

To reduce this inference threat, instead of releasing , Transparency: On one hand, the system allows the

the user will release distorted version of B, denoteds, user to monitor his privacy status through a privacy
generated according to a conditional probabilistic map- dashboard. On the other hand, the system informs
ping pp 5. called theprivacy-preserving mapping. The the user about the potential increase in privacy risk
privacy-preserving mapping, , should be designed in  from releasing additional pieces of data, e.g. new
such a way that it renders any statistical inference of ratings.
A based on the observation @ harder, yet, at the , Control: First, the system allows the user to select
same time, preserves some utility to the released data which attributes (political views, age, gender) he
B, by limiting the distortion generated by the mapping.  would like to remain private. Second, the system
We adopt the privacy-utility framework in [4], where  implements a privacy-preserving mechanism for the
the privacy-preserving mapping is designed to control release of the user TV show ratings to a service
the privacy leakage, modeled as the mutual information  provider, that ensures perfect privady A; B) = 0)

I(A; B) between the private attributesand the publicly against statistical inference of his private features
released dat®, subject to a utility requirement, modeled [4], while at the same time minimizing the distor-

II. SETTING AND SYSTEM
A. Privacy-Utility Framework

%{. System functionalities

by a constraint on the average distortibp, ;[d(B, B)).
We focus onperfect privacy I(A; B) = 0: the privacy-
preserving mapping)B‘B renders the released dafa
statistically independent from the private dataandany
inference algorithm that tries to infer the private data

from the released dat® cannot outperform an unin-
formed random guess. The privacy and utility metrics,

tion to the released data. Third, a TV show history
log allows the user to know at all time his true rating
for a show, and what the distorted released rating
was, to protect his privacy.

Personalized Recommendations the service
provider sends content recommendations to
the user, based on the released ratings. The



demonstration shows how the recommendatiosi&le, while the last collection stores content profiles
obtained when privacy is activated comparfr recommendation purposes. These two collections are
with the recommendations the user would hawaccessed by the recommendation server.

obtained if he did not activate privacy protection. It

demonstrates that utility can be maintained while I1l. PRIVIEW OVERVIEW

ensuring privacy. A. Transparency: Informing users about privacy risks

Providing these functionalities require addressing techn, . . ) .
cal challenges, that we describe in details in Section | I.”VaCy monitoring dashboard: The privacy dashboard,

in Fig. la, contains the privacy settings of the user,
C. Dataset and the privacy monitor. Thprivacy settings allow the
user to select any combination of three attributes— age,
agender, and political views— that he deems private and
ould like to protect. It should be noted that the user
es not need to reveal what his political view, age, or
ender are, but only whether he considers any of these
gptures as sensitive information that he wants to remain
private. Theprivacy monitor shows the inference threat
{0.1,...,5} is the users 5-star rating for TV show for each private attribute from the actual TV show ratings

if the user rated the show, and O otherwise, for a total 8% _the user, and frO”T‘ the dlsto_rted privacy-preserving
atings. Thus, the privacy monitor allows the user to

50 TV shows in 6 categories: Sitcoms, Reality Show%, T : )
TV series, Talk Shows, News, and Sports. compare \{vhat his ”Sk. WOUI.d h?“’e. been if he d.'d not
activate privacy protection, with his risk after the priyac

D. System Architecture preserving mechanism sanitized his ratings.

The system consists of three components: a user clientT0 model the inference threat for each private attribute
a privacy server, and a recommendation server. The cliff@m @ particular rating vector representing the user
is a web interface written in HTML5 and javascriptiStory of ratings, we propose a privacy risk metric on
The servers are written in flask, which is a pythofi scale [0,100]. For a private attribute and a specific

based micro web framework. The user client has thr¥gctor of ratingsB = b, we define the privacy risk by

roles: Let the user interact with various privacy settings; H(A|IB =b)\"
Let the user watch and provide ratings for TV shows; Risk(A,b) = <1 — W) %100, (1)
Display recommendations based on the user’s privacy
settings and privatized ratings. Both the privacy anglhere H(A) = — )" pa(a)logpa(a) denotes the en-
the recommendation servers serve client requests (wiedpy of the variableA distributed according t@ 4(a),
pages), and store and fetch data from databases (st represents the inherent uncertaintyAnSimilarly,
and privacy mapping data for the privacy server, conteft(A|B = b) = — > pap(alb)logpap(alb) denotes
and recommender system data for the recommendattha remaining entropy aofl given the observatio® = b,
server). Additionally, the privacy server performs ratingnd represents the remaining uncertainty dnafter
privatization based on the user’s privacy settings, aotiservingB = b. Intuitively, the privacy riskRisk(A, b)
send privatized ratings to the recommendation servargasures the percentage by which the uncertaintyl on
and to the user client. On the other hand, the recomtecreases due to the observation/f= b, relative to
mendation server generates recommendations basedhanoriginal uncertainty prior to observing. A privacy
the user’s privatized ratings, and send them to the ud&sk(A,b) = 0 means that the rating vecté = b does
client. not provide any information about the private attribute
Finally, four types of data collections (tables) arel, while aRisk(A, b) = 100 implies that no uncertainty
stored in MongoDB databases. One collection storssleft about the attributed from observing the rating
the user privacy settings and user interactions with tkiectorB = b. The privacy risk based on the user’s actual
content (e.g. ratings), while another collection stordga daating vectorB = b is Risk(A4, b), while the privacy risk
related to the privacy mapping. Both are accessed by thesed on the distorted ratinds = b is Risk(A, 13), and
privacy server. A third collection stores the content met& obtained by replacind® = b in (1) by B = b. Note
data used to display on the web interface at the cliethtat the mutual information between the private ddta

The PriView system makes use of theolitics-
and-TV dataset [5], which contains data on politic
views and TV preferences of viewers in the US
in Fall 2012. The dataset contains entries for 1,2
users, broken into 744 Democrats, and 474 Rep
licans. For each user, the dataset entry is a vec
[age, gender, State, politics, By, ... Bsg] where B; €
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Fig. 1: Sample PriView Screenshots



and the distorted dat& is Algorithm 1 Quantized privacy-preserving mapping
) Input: prior pa.c

Solve: convex optimization

o _ _ minimize E,_, [d(C,B)}
which is related to the average of the privacy risks over Paic '

all possible di§torted rating vectors Achieving perfect subject to I(A; B) <e and Phic € Simplex
privacy (I(A; B) = 0) ensures &-privacy risk, meaning

that any inference algorithm that would try to infer ~ R€MAP Py p < Pyio(p)

from B would not outperform an uninformed random OUtPUt: Mappingp s

guess.

Instantaneous privacy risk information: After com-

pleting his privacy settings, the user can move to th%|2 variables may become intractable. Quantization
TV guide (not shown for the sake of conciseness), ahgas proposed in [5] as a method to reduce the number

pick a show that he would like to watch. On each TV optimization variables, fromB[2 to K2, where K

show page, ©.9. Fig. 1?' the_ user can give a _star ra}“&@notes the number of quantization levels. It should be
to the show. Prior to rating this new show, a privacy ”Sﬁoted that the choice ofc is a tradeoff between the

tool remlr_wds the user of h',s privacy risk based on hé?ze of the optimization, and the additional distortion
current history of actual ratings. When the user hov%'iﬁroduced by quantization

above the stars for this new show, for each possible ratin o . .
. . . . . gQuantlzatlon assumes that vectdsslie in a metric
in {1,..,5, the privacy risk tool dynamically updates its

numbers to inform the user of how his privacy risk woulapace' Directly applying quantization on the original

evolve if he added a particular rating. It should be notergtlr.lg vector as in [5], where unrated shows are
L . : assigned a 0 rating, would make our model perceive

that this privacy risk tool shows the risk based on actua .

unrated shows as strongly disliked by the user, when they

ratings, before sanitization. Once the user picks a ratin . .
o . . actually may not be disliked, but simply unknown to the
and submits it to the system, the privacy-preservin

. : . u%erfor example. To circumvent this issue, we propose to
mechanism operates on the rating vector to sanitize

) . . first complete the rating vectds into B, using low rank
The privacy dashboard mentioned earlier allows the user P g . g

to check that the privacy risk after distortion of th matrix factorization, a standard collaborative filtering

. . . . Sechnique. We then feed the completed rating ve@or
ratings is O for the attributes he selected as private. au o P Ing vetlo
to the quantization module that mag. to a cluster

B. Control: privacy-preserving mechanism ce_:nterC. For quantization, we used K—mear_ws clustering,
_ _ _ , with K = 75 cluster centers, where our choicelgfwas
Privacy-preserving mechanism Based on the privacy- o ijed empirically. The cluster centét is then fed to
utility framework in [4], the system implements &pe yrivacy optimization algorithm, that finally outputs a
privacy-preserving mechanism for the release of the U$gLi teq rating vectoB. In summary, the design of the

TV show ratings to a service provider, that ensureg; .y nreserving mapping, described in Algorithm 1,
perfect privacy(I(A4; B) = 0) against statistical infer- ¢,0..< the Markov chaind — B —s B. — C — B
ence of his private features [4], while at the same ting ‘ '

T ) ) hallenge: Estimating the prior distribution: Com-
minimizing the distortion to the released data. The Teg‘lmng the privacyRisk(A,b), as well as finding the

f:tqr\:v sh:rgc(;r{hgag:rtmrbzg.ralt(':n Sgovéi;:];elésg rspﬁt:/t_u ivacy-preserving mapping as the solution to the privacy
ng bertu ngs g Y FIIVIC vex optimization in [4], rely on the fundamental

While implementing the privacy-utility framework, we

. . ssumption that the prior distributiopy g that links
encountered t_echnlcal challenges, that we describe be%ﬁ\'/ate attributesA and dataB is known and can
and that required adapting the framework.

- o . be fed [ t to th Igorithm. | tice, th
Challenge: Scalability Designing the privacy- e fec as an Inptt fo e algorrhm. n praciice, the

; . . h terizi h true distribution may not be known, but may rather
Preserving mapping g requires charac erlzmgA ®be estimated from a set of sample data that can be

value ofp ;(b|b) for all possible pairgb,b) € B x B, opserved, for example from a set of users who do
i.e. solving the convex optimization problem ov&t|3| not have privacy concerns and publicly release both
variables. When3 = B, and the size of the alphabetheir attributesA and their original data3. However,

|B| = 6°° is large, solving the convex optimization ovethe dataset may contain a small number of samples,
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Fig. 2: Privacy-Utility Tradeoff Fig. 3: ROC curve Logistic Regression of political views
from TV show ratings

or be incomplete, which makes the estimation of the , . , - .
. S . . Infer the user’s political views from the original rating
prior distribution challenging. Thanks to the completion

and quantization step, we adapted the framework in [\\gctor (blue curve), from a binarized version of the rating
n

. o . ctor where ratings>-= 4 are mapped to 1 (like), and

to use the prior distribution between private data and.. g% pped 1o (Iike),
. : . . ratlngs <= 3 are mapped to zero (dislike), or from
quantized completed data in Algorithm 1. We eStImateratin vectors distorted according to a privacy-preseyvin
the distribution using Kernel Density Estimation, with a g g P y-prese

Gaussian kernel with width — 9 5. mapping with average distortiorr= 1 (pink curve),

o _ or distortion <= 2 (red curve). We used 10-fold cross
Evaluation: In Algorithm 1, ¢ bounds the amount of 5jidation, and plot the false positive rate (Democrats

information about the private data that is leaked by t55ey classified as Republicans) against the true pesitiv

the distorted dataB, and thus represents the level Ofye (Republicans correctly classified). The blue curve
privacy requirement on the user side. Varyin@llows j sirates the privacy risk on inferring the political vie

to study the tradeoff between privacy requirement afgdy, the original rating vectors. The green curve is close
distortion. Fig. 2 shows the privacy-utility tradeoff: MUy, the plue curve, and shows that merely binarizing
tual information /(A; B) against end-to-end distortion;, ratings is not enough to ensure privacy. The red

(quantization + privacy mapping) per rating. K-meansrve is very close to the red diagonal line, which
quantization introduces a distortion 1.08 per rating andyresents an uninformed random guess: this proves that
yields a mutual information/ (4; C') = 0.2. With 0.14 it distortion <= 2, the privacy-preserving mechanism

additional distortion, the privacy-preserving mapping,,ccessfully ensures perfect privacy against logistic re-
achieves perfect privacy(4; B) = 0 for an end-to-end g asjon of political views from distorted ratings. We

distortion of 1.22. conducted further inference attacks with other classifiers

As mentioned previously, PriView system focuses gfcluding Naive Bayes, and SVM, and observed similar
perfect privacyl/(A; B) = 0, thus one close to 0. At results, as predicted by theory.

perfect privacy, any inference algorithm that tries to infe

A from B can only perform as well as an uninformed- Utility: maintaining the quality of service running on
random guess. Intuitively3 is statistically independentPrivatized data

from A, thus the privacy mapping statistically 'erased’ A natural question is whether the relevance of rec-
any information about the private dath from B, and ommendations can be preserved when recommendations
an inference algorithm that tries to infet from B are obtained based on ratings distorted for privacy. The
can only perform as well as an uninformed inferenaecommendations page of PriView, a sample of which is
algorithm that would try to inferd without knowledge shown in Fig. 1d, allows to compare the top 6 TV show
of B. Fig. 3 is an ROC curve showing the performanaecommendations, based on the actual ratings, and based
of an example logistic regression classifier, that tries @m the distorted ratings for privacy. The recommendation



engine implemented in PriView uses low rank matrix TABLE I: Rating prediction RMSE
factorization (MF) [24], a standard collaborative filtegin Set 1 2 3 P 5
method, to predict missing show ratings from ratings "RMSE1(7) 1.2434 1.3208 1.2657 1.3359 1.2928
provided by the user for some other shows. We trained RMSE2(r) 1.3469 1.3522 1.4182 1.3969 1.3708
the MF recommender engine by alternating regularized
least square [24]. Fig. 1d shows an overlap of 4 out
of 6 recommendations without and with privacy, whicNoD services. Future work includes extending PriView
illustrates that PriView manages to maintain utility whiléo other media content, e.g. music, books, news, and to
protecting user privacy. other products, services, or locations rated or reviewed
We conducted further testing, to illustrate that PriViewnline by users. PriView could also be adapted to protect
is able to eliminate the privacy threat fro® for privacy in the context of social networks: users could be
chosen attributest with little effect on the quality of informed of the privacy risks of actions such as likes,
recommendations. We used 5-fold cross validation, ¢@nnecting to friends... prior to taking those actions,
split our dataset into a training set containy of the and provided means to control these risks. In such a
data, and a test set containing the remair#fgy of the context, data distortion could for example amount to
data on which we tested the MF recommender engirs#nply avoiding to take some actions, or avoiding the
both with and without privacy activated to compare theelease of some data. Extensions also include broadening
relevance of recommendations in these two cases. The set of private attributes that can be deemed sensitive
random splitting into training and test sets was performéy users, and analyzing the temporal dynamics of privacy
5 times, as shown in the first row of Table |I. More preand utility in a real-time setting in a system such as
cisely, in each test set, we randomly removed and tri€diView.
to predict10% of the ratings. Table | shows the RMSE in  The original privacy-utility framework in [4] assumes
rating prediction based on actual ratings, and on distorttdht the true prior distributiom 4 g is known by both
ratings. 7 denotes predicted ratings based on the tiiee adversary and the privacy agent. A natural question
actual ratings provided by users for other shows, whileis how the privacy-utility tradeoff is impacted when the
denotes predicted ratings based on the ratings distorégtversary and the privacy agent have different knowledge
for privacy. The prediction RMSE for (RMSEL, privacy of the statistical properties ot and B. In the case of
not activated) and forr (RMSE2, privacy activated) a weaker adversary whose knowledge of the statistical
are calculated on th&0% of ratings that we removed.properties of the prior distributiop, g is less accurate
Table | shows that the RMSE for rating prediction doabkan that of the privacy agent, the privacy-utility tradeof
not degrade much when privacy protection is activatederived assuming a stronger adversary still holds. Indeed,
with respect to rating prediction without privacy. Note weaker adversary who would try to infer private data
that these results are for the case of perfect privadybased on a less accurate knowledge of the statistics
(I(A; B) = 0), meaning that any inference algorithnof A and B cannot outperform a stronger adversary who
that would try to infer A, e.g. political views, from would try to infer A based on a more accurate statistical
ratings B would not outperform an uninformed randonmodel. The general case of a stronger adversary, who
guess. If the privacy requirements were less stringehgs a more accurate knowledge of the statisticsdof
e.g. (I(A;B) < ¢), for somee > 0, then the RMSE and B than the privacy agent, is an interesting open
for rating prediction with privacy protection would beproblem in general. The case of a mismatched prior
even closer to the RMSE without privacy. Finally, welistribution, where an estimated prior distribution g
would like to point out that using a more advancethat differs from the true distributiop4 g is fed to
and optimized recommendation engine, instead of thee privacy-utility optimization in [4] was addressed in
aforementioned standard MF recommendation engifig3]. More precisely, the mismatch was measured in
could only yield better rating prediction quality botiterms of thel; distance between the true prior and
without and with privacy protection. the mismatched prior, and bounds on the impact of the
mismatch on the privacy-utility tradeoff were derived.
The design of privacy mappings under partial knowledge
Priview has been implemented for video consumpf the prior distributionp4 g, such as knowledge of
tions and recommendation, and it has the potential to barginal distributions, or statistical moments of the prio
interfaced with online video services, as well as TV andistribution, was addressed in [10].

IV. EXTENSIONS AND PERSPECTIVE



We propose PriView, an interactive privacy-preservingsj
system for video consumption and recommendation that
provides a user with privacy transparency and control,
while maintaining the quality of recommendations thgg;
user receives. PriView informs the user about the risk
of releasing data related to media preferences (e.g.[%V!

V. CONCLUSION

show viewing) with respect to private attributes (e.g.

political views, age, gender) prior to the release, ang)
gives means to the user to control and monitor these
risks, while maintaining the relevance of personalized

recommendations based on the released sanitized dﬁtﬁ. A. Friedman and A. Schuster, “Data mining with diffetiah

PrivView bridges privacy theory and practice: the pri-

vacy mappings implemented by PriView ensures perfdéf!

privacy against statistical inference of private attrésut

from the sanitized data. PriView has the potential to g,
interfaced with online video services, as well as TV and

VoD services, and to be extended to other products [67]
services, e.g. music, books, news, locations rated onli[aa

by users.
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