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88% tabby cat



adversarial
perturbation

88% tabby cat



adversarial
perturbation

88% tabby cat



adversarial
perturbation

99% guacamole

88% tabby cat



Whny should we care about
adversarial examples”

NMake ML Make ML
robust better







Act i
AN Apparent Problem



| et's go pack
to ~o years ago ...



Generative
Adversarial
Nets

SotA, 2014



Progressive

Growing of
GANS







- Fvasion Attacks
5 against IVIL

at lest |Ime

SotA, 2013



EXploliting Excessive
iInvariance caused by
Norm-Boundeo
Adversarial Robustness

SotA, 2019




that Is ...
.. less Impressive












Act Il
Measuring Progress




Have we even maae
any progress’




A Brief History of #irre defenses

- Oakland'16 - broken

- |CLR'17 - broken

-CCS'17 - broken

- |CLR'18 - broken (mostly)

- CVPR'18 - broken

- NeurlPS'18 - broken (some)



Have we even maae
any progress’




'S thiS a constant
cat-and-mouse game”?



What does It mean to
make progress’?




What does It mean to
make progress’?

|_earning sometning
new.




A Brief History of #irre defenses

- Oakland'16 - gradient masking
- |CLR'17 - attack objective functions
- CCS'17 - transferability of examples
- |CLR'18 - obfuscated gradients



A Brief History of #irre defenses

- Oakland'16 - gradient masking

- |CLR'17 - attack objective functions
- CCS'17 - transferability of examples
- |CLR'18 - obfuscated gradients

- 2019 - 2?72



Vleasure by how much
we learn; not by how
much robustness we gain.






Act IV
Making Progress
(for defenses)



While we have learned
a lot, It's less than |
would have hoped.






Cargo Cult
Evaluations



Going through the motions Is

Insufficient
to do proper security evaluations




An all too common paper:

e I——

d on and Loy 18 an ot
I m. Under this threat mx e schaeves
an AUC-ROC of 98.79% against Adaptive-CW-L;, with
N 30 and « for a s¢t of unseen test-sample
(1024 pre-tes I g adve )
In contrast ¢
NewralF P

15 robust even under this whitehox-attack threat model

4. Related Work

3.1. Effectiveness

3.1. Effectiveness

Adversarial Attacks. We test on the following attacks:

3.4, Robustness to Adaptive Whitebox-Attackers
odg redetermined fingerprints and mx caphns,
1 ( i & Wi 17a). Here, the ads
A Ads -C'W-L;) tries 1o find an adversanal ex-
ample =" tha nimimizes the m-loss, sttacking
a CIFAR-10 1 Lraine th NeuralFP. To this end, the
CW-L; objective is modified &
min ||z — 2|2 + v (Lew (2') + Lo (2. ", £:0)) (29
Here, y° is the label-vector, v € [10 7, 10 a scalar
f | s » eimt-loss

5. Discussion and Future Work




An all too common paper:

. Robustness to Adapme Whitebox-A ttackers




The two types of defenses:

Defenses that Defenses that
are pbroken by are pbroken by
existing attacks new attacks




Exciting new directions




EXCIting new directions
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Act IV 1
Making Progress
(for attacks)



Advice for pertforming evaluations



ON EVALUATING ADVERSARIAL ROBUSTNESS

Nicholas Carlini', Anish Athalye?, Nicolas Papernot!, Wieland Brendel®, Jonas Rauber®,
Dimitris Tsipras?, Ian Goodfellow!, Aleksander Madry?, Alexey Kurakin! ™

1 Google Brain 2 MIT ° University of Tiibingen




Perform Adaptive Attacks



An all too common paper:

CLASSIFICATION ACCURACY OF COMPLETELY DEFENSES AGAINST ADVERSARIAL ATTACKS ON MNIST

Datasets

Attack

Objec-
tive

Attacks

Original
Model

Defense-enhanced Models

Adversarial Training

Gradient
Masking

Input Transformation

NAT

EAT

PAT

DD

IGR

EIT

RT

PD

TE

FGSM

e=0.3

88.2%

88.8%

94.1%

60.2%

76.6%

61.5%

26.0%

11.2%

e=0.D

28.8%

25.9%

26.3%

29.5%

42.6%

27.9%

15.2%

2.9%

R+FGSM

95.9%

95.6%

98.3%

718.4%

88.3%

77.8%

30.1%

17.3%

BIM

93.0%

92.5%

97.9%

71.6%

83.6%

65.7%

21.2%

71.0%

PGD

95.4%

93.8%

98.2%

74.5%

85.9%

67.7%

18.3%

10.6%

U-MI-FGSM

90.9%

90.8%

97.3%

64.4%

80.0%

57.0%

20.2%

8.7%

UAP

96.7%

95.4%

98.7%

71.3%

15.2%

12.9%

10.2%

18.2%

DF

99.6%

99.3%

99.3%

96.8%

98.9%

99.0%

68.9%

97.5%

OM

88.6%

87.7%

93.7%

70.8%

90.5%

77.9%

26.3%

4.8%

LLC

96.4%

98.2%

100.0%

713.2%

R+LLC

97.5%

95.0%

97.5%

92.5%

ILLC

98.7%

98.8%

99.0%

87.0%

T-MI-FGSM

98.4%

97.9%

99.2%

81.9%

98.2%

7o

7o

7o

7o

JSMA

78.5%

74.1%

79.7%

78.5%

86.0%

713.7%

38.6%

13.7%

BLB

99.7%

99.0%

99.3%

CW2

Kk=~0

99.6%

99.0%

99.3%

1 =20

79.7%

718.7%

85.2%

98.7%
98.2%
719.2%

99.1%

99.0%

66.3%

95.2%

09.1%

98.2%

68.3%

96.4%

90.7%

713.5%

19.8%

2.9%

EAD

Average

EN

99.3%

98.4%

99.0%

98.4%

99.1%

98.5%

64.5%

96.6%

L1

99.0%
90.7%

97.8%
89.8%

98.3%
92.6%

98.1%
79.1%

99.1%
85.0%

97.9%
74.4%

62.0%
33.8%

94.9%
35.3%




ENsure correct iImplementations
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CLASSIFICATION ACCURACY OF COMPLETELY DEFENSES AGAINST ADVERSARIAL ATTACKS ON MNIST
Attack

Defense-enhanced Models
Gradient
Masking

Original

Model Input Transformation

Objec- 4 of Adversarial Training

Attacks

Datasets

tive

AEs

PAT

DD

IGR

EIT RT PD TE

FGSM

e=0.3

304

0.0%

94.1%

60.2%

76.6%

61.5%

e=0.D

44x

0.0%

26.3%

29.5%

42.6%

27.9%

R+FGSM

342

0.0%

98.3%

718.4%

88.3%

77.8%

BIM

756

0.0%

97.9%

71.6%

83.6%

65.7%

PGD

824

0.0%

98.2%

74.5%

85.9%

67.7%

U-MI-FGSM

704

0.0%

97.3%

64.4%

80.0%

57.0%

UAP

303

0.0%

98.7%

71.3%

15.2%

12.9%

1000

0.0%

99.3%

96.8%

98.9%

99.0%

OM

LLC

R+LLC

ILLC

10M))

(ANALA

Q73 7.

() RO

Q) S07.

777 QO

AT IV

I

N T NIV

o o A v

7164

T-MI-FGSM
JSMA
BLB

99.2%

81.9%

90.5%

712.1%

79.7%

718.5%

86.0%

713.7%

99.3%

98.7%

99.1%

99.0%

CW2

k=0

99.3%

98.2%

99.1%

98.2%

1 =20

85.2%

79.2%

90.7%

713.5%

EAD

Average

EN

99.0%

98.4%

99.1%

98.5%

L1

98.3%
92.6%

98.1%
79.1%

99.1%
85.0%

97.9%
74.4%




An all too common paper:

CLASSIFICATION ACCURACY OF COMPLETELY DEFENSES AGAINST ADVERSARIAL ATTACKS ON MNIST

Datasets

Attack

Objec-
tive

Attacks

Original
Model

e=0.3

FOSM = —93

R+FGSM
BIM

PGD
U-MI-FGSM

Defense-enhanced Models

Adversarial ’h'aining

Gradient
Masking

Input Transformation

NAT | EAT | PAT

PGD

DD | IGR

EIT | RT

756
824

PD

TE

57.0%

20.2% |

UAP

12.9%

10.2%

DF

99.0%

68.9%

OM

77.9%

26.3%

LLC

75.0%

8.9%

R+LLC

92.5%

25.0%

ILLC

86.7%

25.4%

T-MI-FGSM

712.1%

26.6%

JSMA

713.7%

38.6%

BLB

99.0%

66.3%

cwz | F=0

98.2%

68.3%

1 =20

713.5%

19.8%

EAD =

98.5%

64.5%

L1

Average

97.9%
74.4%

62.0%
33.8%




Use meaningful threat models
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CLASSIFICATION ACCURACY OF COMPLETELY DEFENSES AGAINST ADVERSARIAL ATTACKS ON MNIST

Datasets

Attack

Objec-

. Attacks
five

Original
Model

Defense-enhanced Models

Adversarial Training

Gradient
Masking

Input Transformation

NAT

EAT

PAT

DD

IGR

EIT

RT

PD

TE

e=0.3

0.0%

88.2%

88.8%

94.1%

60.2%

76.6%

61.5%

FGSM =
e=0.D
R+EFGSM

0.0%

28.8%

25.9%

26.3%

29.5%

42.6%

27.9%

0.0%

95.9%

95.6%

98.3%

718.4%

88.3%

77.8%

BIM

PGD

U-MI-FGSM

UAP

DF

OM

LLC

FGSM

56

0.0%

0.3
0.5

100.0%

1 7~ N

83.6%

65.7%

85.9%

67.7%

80.0%

57.0%

15.2%

12.9%

98.9%

99.0%

90.5%

77.9%

13.2%

96.4%

75.0%

R+LLC

40

0.0%

97.5%

92.5%

97.5%

92.5%

ILLC

0.0%

99.0%

87.0%

95.1%

86.7%

T-MI-FGSM

0.0%

99.2%

81.9%

90.5%

712.1%

JSMA

0.0%

79.7%

718.5%

86.0%

713.7%

BLB

0.0%

99.3%

98.7%

99.1%

99.0%

cwz | F=0

0.0%

99.3%

98.2%

99.1%

98.2%

1 =20

0.0%

85.2%

79.2%

90.7%

713.5%

EAD =

0.0%

99.0%

98.4%

99.1%

98.5%

L1
Average

0.0%
0.0%

98.3%
92.6%

98.1%
79.1%

99.1%
85.0%

97.9%
74.4%




An all too common paper:

CLASSIFICATION ACCURACY OF COMPLETELY DEFENSES AGAINST ADVERSARIAL ATTACKS ON MNIST
Attack

Defense-enhanced Models
Gradient
Masking

Original

Model Adversarial Training

. : Input Transformation
Objec- Attacks # of

tive AEs

Datasets

NAT

EAT

PAT

DD

IGR

EIT

RT

PD

TE

FGSM

e=0.3

304

0.0%

88.2%

88.8%

94.1%

60.2%

76.6%

61.5%

e=0.D

R+FGSM

44x

0.0%

28.8%

25.9%

26.3%

29.5%

42.6%

27.9%

342

0.0%

95.9%

95.6%

98.3% | 78.4%

77.8%

88.3%

BIM

~ s 1

PGD

U-MI-FGSM

UAP

FGSM

DF

OM

LLC

56

0.0%

0.3 |
0.5

100.0%

Y™ s N

304

Pl ol ¥ ol

R+LLC

40

0.0%

97.5%

ILLC

594

0.0%

99.0%

T-MI-FGSM

864

0.0%

99.2%

JSMA

764

0.0%

79.7%

BLB

1000

0.0%

99.3%

cwz | F=0

997

0.0%

99.3%

1 =20

963

0.0%

85.2%

EAD =

1000

0.0%

99.0%

L1

Average

1000
682.1

0.0%
0.0%

98.3%
92.6%




An all too common paper:

CLASSIFICATION ACCURACY OF COMPLETELY DEFENSES AGAINST ADVERSARIAL ATTACKS ON MNIST
Attack

Defense-enhanced Models
Gradient
Masking

Original
Model

Input Transformation

Objec- Adversarial Training

tive

Datasets

Attacks

NAT

EAT

PAT

DD

IGR

EIT

RT

PD

TE

FGSM

e=0.3

88.2%

88.8%

94.1%

60.2%

76.6%

61.5%

e=0.D

28.8%

25.9%

26.3%

29.5%

42.6%

27.9%

R+FGSM

95.9%

95.6%

98.3%

718.4%

88.3%

77.8%

BIM

93.0%

92.5%

97.9%

71.6%

83.6%

65.7%

PGD

95.4%

93.8%

98.2%

74.5%

85.9%

67.7%

U-MI-FGSM

90.9%

90.8%

97.3%

64.4%

80.0%

57.0%

UAP

96.7%

95.4%

98.7%

71.3%

15.2%

12.9%

DF

99.6%

99.3%

99.3%

96.8%

98.9%

99.0%

OM

88.6%

87.7%

93.7%

70.8%

90.5%

77.9%

LLC

96.4%

98.2%

100.0%

713.2%

96.4%

75.0%

R+LLC

97.5%

95.0%

97.5%

92.5%

97.5%

92.5%

ILLC

98.7%

98.8%

99.0%

87.0%

95.1%

86.7%

T-MI-FGSM

JSMA

BLB

CW2

K =_

=2

EAD

Average

EN

98.4%

97.9%

| A NINIJ

99.2%

81.9%

90.5%

712.1%

79.7%

78.5%

86.0%

713.7%

99.3%

98.7%

99.1%

99.0%

99.3%

98.2%

99.1%

98.2%

85.2%

79.2%

90.7%

713.5%

99.0%

98.4%

99.1%

98.5%

L1

1000
| 682.1

98.3%
92.6%

98.1%
79.1%

99.1%
85.0%

97.9%
74.4%




Compute Worst-Case Robustness



An all too common paper:

CLASSIFICATION ACCURACY OF COMPLETELY DEFENSES AGAINST ADVERSARIAL ATTACKS ON MNIST

Datasets

Attack

Objec-
tive

Attacks

# of
AEs

Original
Model

Defense-enhanced Models

Adversarial Training

Gradient
Masking

Input Transformation

NAT

EAT

PAT

DD

IGR

EIT

RT

PD

TE

FGSM

e=0.3

304

0.0%

88.2%

88.8%

94.1%

60.2%

76.6%

61.5%

e=0.D

44x

0.0%

28.8%

25.9%

26.3%

29.5%

42.6%

27.9%

R+FGSM

342

0.0%

95.9%

95.6%

98.3%

718.4%

88.3%

77.8%

BIM

756

0.0%

93.0%

92.5%

97.9%

71.6%

83.6%

65.7%

PGD

824

0.0%

95.4%

93.8%

98.2%

74.5%

85.9%

67.7%

U-MI-FGSM

704

0.0%

90.9%

90.8%

97.3%

64.4%

80.0%

57.0%

UAP

303

0.0%

96.7%

95.4%

98.7%

71.3%

15.2%

12.9%

DF

1000

0.0%

99.6%

99.3%

99.3%

96.8%

98.9%

99.0%

OM

1000

0.0%

88.6%

87.7%

93.7%

70.8%

90.5%

77.9%

LLC

56

0.0%

96.4%

98.2%

100.0%

713.2%

96.4%

75.0%

R+LLC

40

0.0%

97.5%

95.0%

97.5%

92.5%

97.5%

92.5%

ILLC

594

0.0%

98.7%

98.8%

99.0%

87.0%

95.1%

86.7%

T-MI-FGSM

864

0.0%

98.4%

97.9%

99.2%

81.9%

90.5%

712.1%

JSMA

764

0.0%

78.5%

74.1%

79.7%

718.5%

86.0%

713.7%

RI R

C

Average

1.1

100)()

() (VCF

QQ 7Y

Q0 NG

Average

| 1UUU |

| 682.1 |

U.U70

0.0%

F7.0U7C

90.7%

Z1.07C

89.8%

QQ 3074

J0.27C

92.6%

98.7%

99.1%

99.0%

38.2%

99.1%

98.2%

79.2%

90.7%

713.5%

38.4%

99.1%

98.5%

| 98.1%

719.1%

99.1%
85.0%

97.9%
74.4%




An all too common paper:

CLASSIFICATION ACCURACY OF COMPLETELY DEFENSES AGAINST ADVERSARIAL ATTACKS ON MNIST

Datasets

Attack

Objec-
tive

Attacks

# of
AEs

Original
Model

Defense-enhanced Models

Adversarial Training

Gradient
Masking

Input Transformation

NAT

EAT

PAT

DD

IGR

EIT

RT

PD

TE

FGSM

e=0.3

304

0.0%

88.2%

88.8%

94.1%

60.2%

76.6%

61.5%

e=0.D

44x

0.0%

28.8%

25.9%

26.3%

29.5%

42.6%

27.9%

R+FGSM

342

0.0%

95.9%

95.6%

98.3%

718.4%

88.3%

77.8%

BIM

756

0.0%

93.0%

92.5%

97.9%

71.6%

83.6%

65.7%

PGD

824

0.0%

95.4%

93.8%

98.2%

74.5%

85.9%

67.7%

U-MI-FGSM

704

0.0%

90.9%

90.8%

97.3%

64.4%

80.0%

57.0%

UAP

303

0.0%

96.7%

95.4%

98.7%

71.3%

15.2%

12.9%

DF

1000

0.0%

99.6%

99.3%

99.3%

96.8%

98.9%

99.0%

OM

1000

0.0%

88.6%

87.7%

93.7%

70.8%

90.5%

77.9%

LLC

56

0.0%

96.4%

98.2%

100.0%

713.2%

96.4%

75.0%

R+LLC

40

0.0%

97.5%

95.0%

97.5%

92.5%

97.5%

92.5%

ILLC

594

0.0%

98.7%

98.8%

99.0%

87.0%

95.1%

86.7%

T-MI-FGSM

864

0.0%

98.4%

97.9%

99.2%

81.9%

90.5%

712.1%

JSMA

764

0.0%

78.5%

74.1%

79.7%

718.5%

86.0%

713.7%

RI R

C

El’ff I

Average

1.1

100)()

() (VCF

QQ 7Y

Q0 NG

Average

| 1UUU |

| 682.1 |

U.U70

0.0%

F7.0U7C

90.7%

Z1.07C

89.8%

QQ 3074

J0.27C

92.6%

98.7%

99.1%

99.0%

38.2%

99.1%

98.2%

79.2%

90.7%

713.5%

38.4%

99.1%

98.5%

| 98.1%

719.1%

99.1%
85.0%

97.9%
74.4%




An all too common paper:

CLASSIFICATION ACCURACY OF COMPLETELY DEFENSES AGAINST ADVERSARIAL ATTACKS ON MNIST

Datasets

Attack

Objec-
tive

Attacks

# of
AEs

Original
Model

Defense-enhanced Models

Adversarial Training

Gradient
Masking

Input Transformation

NAT

EAT

PAT

DD

IGR

EIT

RT

PD

TE

FGSM

e=0.3

304

0.0%

88.2%

88.8%

94.1%

60.2%

76.6%

61.5%

e=0.D

44x

0.0%

28.8%

25.9%

26.3%

29.5%

42.6%

27.9%

R+FGSM

342

0.0%

95.9%

95.6%

98.3%

718.4%

88.3%

77.8%

BIM

756

0.0%

93.0%

92.5%

97.9%

71.6%

83.6%

65.7%

PGD

824

0.0%

95.4%

93.8%

98.2%

74.5%

85.9%

67.7%

U-MI-FGSM

704

0.0%

90.9%

90.8%

97.3%

64.4%

80.0%

57.0%

UAP

303

0.0%

96.7%

95.4%

98.7%

71.3%

15.2%

12.9%

DF

1000

0.0%

99.6%

99.3%

99.3%

96.8%

98.9%

99.0%

OM

1000

0.0%

88.6%

87.7%

93.7%

70.8%

90.5%

77.9%

LLC

56

0.0%

96.4%

98.2%

100.0%

713.2%

96.4%

75.0%

R+LLC

40

0.0%

97.5%

95.0%

97.5%

92.5%

97.5%

92.5%

ILLC

594

0.0%

98.7%

98.8%

99.0%

87.0%

95.1%

86.7%

T-MI-FGSM

864

0.0%

98.4%

97.9%

99.2%

81.9%

90.5%

712.1%

JSMA

764

0.0%

78.5%

74.1%

79.7%

718.5%

86.0%

713.7%

RI R

C

Average

1.1

100)()

() (VCF

QQ 7Y

Q0 NG

Average

| 1UUU |

| 682.1 |

U.U70

0.0%

F7.0U7C

90.7%

Z1.07C

89.8%

QQ 3074

J0.27C

92.6%

98.7%

99.1%

99.0%

38.2%

99.1%

98.2%

79.2%

90.7%

713.5%

38.4%

99.1%

98.5%

| 98.1%

719.1%

99.1%
85.0%

97.9%
74.4%




Compare to Prior Work



An all too common paper:

CLASSIFICATION ACCURACY OF COMPLETELY DEFENSES AGAINST ADVERSARIAL ATTACKS ON MNIST

Datasets

Attack

Objec-
tive

Attacks

Original
Model

Defense-enhanced Models

Adversarial Training

NAT

EAT

PAT

Gradient
Masking

DD

IGR

Input Transformation

RT

TE

FGSM

e=0.3

88.2%

88.8%

94.1%

60.2%

76.6%

26.0%

93.8%

e=0.D

| 28.8%

235.9%

26.3%

29.5%

42.6%

15.2%

20.5%

R+FGSM

BIM

95.9%
1 93.0%

95.6%
92.5%

98.3%

97.9%

718.4%
71.6%

88.3%

83.6%

30.1%
21.2%

97.1%
97.6%

PGD

U-MI-FGSM

195.4%
90.9%

93.8%
90.8%

98.2%

97.3%

74.5%
64.4%

85.9%

80.0%

18.3%
20.2%

98.4%
97.0%

UAP

1 96.7%

95.4%

98.7%

711.3%

15.2%

10.2%

97.7%

DF

OM

99.6%
| 88.6%

0039
 87.7%

99.3%

93.7%

96.8%
10.8%

98.9%

90.5%

99.0%
1'7.9%

68.9%
26.3%

99.3%
94.8%

LLC

R+LLC

96.4%
97.5%

(98.2%
95.0%

100.0%

97.5%

13.2%
92.5%

96.4%

97.5%

715.0%
92.5%

8.9%

25.0%

100.0%
95.0%

ILLC

| 98.7%

98.8%

99.0%

87.0%

95.1%

80.7%

25.4%

20.7%

98.5%

T-MI-FGSM

JSMA

08.4%
78.5%

97.9%
74.1%

99.2%

719.7%

81.9%
18.5%

90.5%

86.0%

12.1%

13.7%

26.6%
38.6%

18.8%
13.7%

99.1%
713.0%

BLB

CW2

k=0

199.7%
99.6%

99.0%
99.0%

99.3%

99.3%

98.7%
98.2%

99.1%

99.1%

99.0%
98.2%

66.3%
68.3%

95.2%
96.4%

98.6%
98.4%

=20

1 79.7%

18.7%

85.2%

19.2%

90.7%

13.5%

19.8%

2.9%

81.1%

EAD

Average

EN

L1

99.3%
1 99.0%
90.7%

98.4%
97.8%
89.8%

99.0%

98.3%
92.6%

98.4%
98.1%
719.1%

99.1%

99.1%
85.0%

98.5%
97.9%
74.4%

62.0%
33.8%

96.6%
94.9%
35.3%

98.0%
96.8%
91.3%




Sanity-Check Conclusions
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Datasets

Attack

Objec-

. Attacks
tive

Original
Model

Defense-enhanced Models

Adversarial Training

Gradient
Masking

NAT

EAT

PAT

DD

IGR

El

e=0.3

88.2%

88.8%

94.1%

60.2%

76.6%

FGSM p—

28.8%

25.9%

26.3%

29.5%

42.6%

22. l%ya

10.470

e 710

Input Transformation

&\J.J /0

l.U-/O

R+FGSM

95.9%

95.6%

98.3%

718.4%

88.3%

30.1%

17.3%

97.1%

19.3%

BIM

93.0%

92.5%

97.9%

71.6%

83.6%

21.2%

71.0%

97.6%

9.4%

PGD

95.4%

93.8%

98.2%

74.5%

85.9%

18.3%

10.6%

98.4%

11.5%

U-MI-FGSM

90.9%

90.8%

97.3%

64.4%

80.0%

20.2%

8.7%

97.0%

9.8%

UAP

96.7%

95.4%

98.7%

71.3%

15.2%

10.2%

18.2%

97.7%

42.2%

DF

99.6%

99.3%

99.3%

96.8%

98.9%

68.9%

97.5%

99.3%

98.6%

OM

88.6%

87.7%

93.7%

70.8%

90.5%

26.3%

4.8%

94.8%

1.0%

LLC

96.4%

98.2%

100.0%

713.2%

96.4%

8.9%

23.2%

100.0%

1.1%

R+LLC

97.5%

95.0%

97.5%

92.5%

97.5%

25.0%

30.0%

95.0%

32.5%

ILLC

98.7%

98.8%

99.0%

87.0%

95.1%

25.4%

20.7%

98.5%

30.8%

T-MI-FGSM

98.4%

97.9%

99.2%

81.9%

90.5%

26.6%

18.8%

99.1%

22.9%

JSMA

78.5%

74.1%

79.7%

78.5%

86.0%

38.6%

13.7%

73.0%

35.2%

BLB

99.7%

99.0%

99.3%

98.7%

99.1%

66.3%

95.2%

98.6%

98.0%

cwz | F=0

99.6%

99.0%

99.3%

98.2%

99.1%

68.3%

96.4%

98.4%

98.4%

1 =20

79.7%

718.7%

85.2%

79.2%

90.7%

19.8%

2.9%

81.1%

0.5%

EAD =

99.3%

98.4%

99.0%

98.4%

99.1%

64.5%

96.6%

98.0%

98.3%

L1
Average

99.0%
90.7%

97.8%
89.8%

98.3%
92.6%

98.1%
79.1%

99.1%
85.0%

62.0%
33.8%

94.9%
35.3%

96.8%
91.3%

98.3%
38.1%
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Datasets

Attack

Objec-
tive

Attacks

Original
Model

Defense-enhanced Models

Adversarial Training

Gradient
Masking

Input Transformation

NAT

EAT

PAT

DD

IGR

EIT RT PD TE

RC

Average

e=0.3

88.2%

88.8%

94.1%

60.2%

76.6%

61.5%

8.6%

60.9%

FGSM p—

28.8%

25.9%

26.3%

29.5%

42.6%

27.9%

1.6%

22.1%

R+FGSM

95.9%

95.6%

98.3%

718.4%

88.3%

77.8%

19.3%

69.8%

BIM

93.0%

92.5%

97.9%

71.6%

83.6%

65.7%

9.4%

63.9%

PGD

95.4%

93.8%

98.2%

74.5%

85.9%

67.7%

11.5%

65.4%

U-MI-FGSM

90.9%

90.8%

97.3%

64.4%

80.0%

57.0%

9.8%

61.6%

UAP

96.7%

95.4%

98.7%

71.3%

15.2%

12.9%

42.2%

55.8%

DF

99.6%

99.3%

99.3%

96.8%

98.9%

99.0%

98.6%

OM

88.6%

87.7%

93.7%

70.8%

90.5%

77.9%

1.0%

95.7%
63.6%

LLC

96.4%

98.2%

100.0%

713.2%

96.4%

75.0%

1.1%

67.9%

R+LLC

97.5%

95.0%

97.5%

92.5%

97.5%

92.5%

32.5%

75.5%

ILLC

98.7%

98.8%

99.0%

87.0%

95.1%

86.7%

30.8%

74.1%

T-MI-FGSM

98.4%

97.9%

99.2%

81.9%

90.5%

72.1

JSMA

78.5%

74.1%

79.7%

78.5%

86.0%

713.7

BLB

99.7%

99.0%

99.3%

98.7%

99.1%

99.C

cwz | F=0

99.6%

99.0%

99.3%

98.2%

99.1%

98.27%

Yo

70.7%

Yo

63.1%

Yo

70."?%

1 =20

79.7%

718.7%

85.2%

79.2%

90.7%

713.5%

0.5% |

EAD =

99.3%

98.4%

99.0%

98.4%

99.1%

98.5%

98.3%

L1

Average

99.0%
90.7%

97.8%
89.8%

98.3%
92.6%

98.1%
79.1%

99.1%
85.0%

97.9%
74.4%

98.3%
38.1%

95.3%
95.5%
39.1%
95.0%
94.2%
71.0%




Making errors In
defense evaluations is okay.

Making errors In
attack evaluations I1s not.



Breaking a defense
s useful ...

... teaching a lesson
'S petter



Exciting new directions




EXCIting new directions

DECISION-BASED ADVERSARIAL ATTACKS:
RELIABLE ATTACKS AGAINST BLACK-BOX MACHINE
[LEARNING MODELS

Wieland Brendel®, Jonas Rauber™ & Matthias Bethge
Werner Reichardt Centre for Integrative Neuroscience,
Eberhard Karls University Tiibingen, Germany
{wieland, jonas,matthias}@bethgelab.org



EXCIting new directions

EXCESSIVE INVARIANCE CAUSES ADVERSARIAL
VULNERABILITY

Jorn-Henrik Jacobsen '*, Jens Behrmann'?, Richard Zemel', Matthias Bethge’
'Vector Institute and University of Toronto

“University of Bremen, Center for Industrial Mathematics

University of Tiibingen




EXCIting new directions




EXCIting new directions




EXCIting new directions

Wasserstein Adversarial Examples via Projected Sinkhorn Iterations

Eric Wong ' Frank R. Schmidt? J. Zico Kolter >4




EXCIting new directions







Act VI
Conclusions



Research new topIcs
DO good sclence

Progress IS learning



Questions?

nicholas@carlini.com https://nicholas.carlini.com


mailto:nicholas@carlini.com
https://nicholas.carlini.com
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