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Privacy Engineering Spans the Systems 
Engineering Life Cycle

 A full spectrum of methods is needed

 STPA-Priv is one specific method for one specific task: privacy 

risk analysis
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The Nature of Privacy Risk Management

 Multiple risk models (as opposed to security)

– Fair Information Practice Principles

– Calo’s dichotomy

– Solove’s taxonomy

– LINDDUN (also method)

– Contextual integrity

– NIST Privacy Risk Management Framework

 Current praxis is dominated by programmatic approaches

– FIPPs and PIA

 The problem with probabilistic approaches…
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Dealing with Quality Attributes of Complex 
Socio-Technical Systems

 Complexity and tight coupling (Perrow)

 Emergent properties

– Unforeseen interactions

 Human cognitive limitations

 Accident impact breadth and depth

 A safety engineering response that leverages systems theory

– System-Theoretic Accident Model and Processes (STAMP)

– System-Theoretic Process Analysis (STPA)

– Has been shown to

 Identify the same hazards as traditional techniques plus others those 
techniques missed

 Operate more efficiently than traditional techniques
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STAMP

 Frames safety in terms of constraints on system behavior rather 
than prevention of events and event chains

 Constraints are enforced by controls

– Hierarchical

– Closed loop (adaptive feedback)

– Development vs. operations

 Controls employ process models

 Accidents occur when the controller process model diverges 
from the process being controlled, resulting in

– Incorrect control action

– Missing control action

– Control action applied at the wrong time

– Incorrect duration of control action 
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STPA-Sec

 Variant of STPA aimed at cyber security

1. Identify losses to be considered

– C-I-A

2. Identify system vulnerabilities that can lead to losses

– Anti-goals

3. Specify system functional control structure

– Constraints derived from vulnerabilities

4. Identify insecure control actions

– Potential insecure control actions by constraint and insecure 

control action type

– Causal scenarios for insecure control actions
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Modifying STPA-Sec for Privacy (1/2)

 “Loss” is a less generally useful term in the context of privacy 

risk than in the context of safety and security risk

– STPA-Priv refers to “adverse consequences” rather than “losses”

 Adverse consequences are dependent on the risk model

– Explicitly force choice of defined privacy risk model for determining 

adverse consequences

 STPA-Priv refers to privacy “frameworks” for the sake of familiarity and 

in recognition of the incompleteness of most privacy risk models

 Some privacy controls can be open-loop controls

– E.g., privacy policy + implicit consent
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Modifying STPA-Sec for Privacy (2/2)

1. Identify potential adverse privacy consequences to be 

considered, as denoted by a selected framework 

2. Identify vulnerabilities that can lead to adverse privacy 

consequences in the context of the system 

3. Specify system privacy constraints and functional control 

structure, including open-loop privacy controls 

4. Identify privacy-compromising control actions
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Smart TV Example

 Based on an actual smart TV

 Feature enables TV to recognize on-screen content

 Enabled by default

 Collects “viewing data” from TVs located within the U.S. related 
to publicly available content

– Service provider

– Date and time

– Programs and commercials viewed

 Viewing data are claimed to be anonymous and are combined 
with IP address and demographic information obtained from 
third parties to deliver ads to known devices that share the TV’s 
IP address

 Aggregate data are shared with media and data analytics 
companies
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1. Identify potential adverse privacy 
consequences to be considered, as denoted 
by a selected framework

 Calo’s subjective/objective privacy harms

– Subjective privacy harm: Perception of unwanted surveillance

– Objective privacy harm: Forced or unanticipated use of personal 

(i.e., specifically related to a person) information
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2. Identify vulnerabilities that can lead to 
adverse privacy consequences in the context 
of the system

 User of device associated with the same IP address as the 

television may perceive unwanted surveillance based on the ads 

delivered, even if not responsible for program choices.

 User does not realize prior to use how viewing data are being 

collected, retained, combined with other information, and used 

to serve ads and for other analytics.

 User wants to opt out of collection of viewing data but cannot 

determine how to disable collection.
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3. Specify system privacy constraints and 
functional control structure, including open-
loop privacy controls (1/2)

 User of device associated with the same IP address as the 

television must not perceive unwanted surveillance based on 

the ads delivered.

 User must understand what and how data are being collected 

and used and actual practices must be consistent with that 

understanding.

 User must be able to determine how to disable collection of 

viewing data and to carry out those instructions.
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3. Specify system privacy constraints and 
functional control structure, including open-
loop privacy controls (2/2)
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4. Identify privacy-compromising control 
actions (1/2) 

D. Step 4: Identify privacy-compromising control actions 

Two steps are required to identify actual privacy risks. 
Table I captures the first: the control action analysis. For 
each privacy constraint, erroneous control actions that could 
violate that constraint are identified. Note that an erroneous 
control action may apply to more than one constraint. The 
analysis identified ten unique erroneous control actions. 

It can be useful when performing this analysis to 
explicitly consider the process model associated with each 
control and the ways in which the model might diverge from 
the actual process state. This could result, for example, from 
inaccurate feedback and manifest as a failure to recognize 
that a television is outside the U.S. One can pursue this more 
rigorously by explicitly considering key process variables or, 
if available, an applicable state diagram. 

In the second step, based on the control action analysis, 
causal scenarios (reflecting worst case environmental 
conditions) are developed. These are listed in Table II. (Each 
erroneous control action is listed once, eliminating 
duplicates.) Only erroneous control actions for which a 
causal scenario can be described constitute actual risks. In 
this case, at least one causal scenario could be described for 
each unique erroneous control action. 

The causal scenarios suggest potential changes to the 
control structure to mitigate the risk of system behavior that 
violates privacy constraints. For example, switching to opt-in 
consent for the collection of viewing data by disabling the 

feature by default would partially address several 
problematic control actions. Determining appropriate 
responses to identified risks is, strictly speaking, outside the 
scope of STPA-Priv as an analytical technique (and is 
similarly outside the scope of STPA and STPA-Sec), though 
any changes effected could be fed back into the analysis. 

E. Relation to Some Other Methods 

STPA-Priv, as well as STPA-Sec and STPA, bear some 
relationship to goal-oriented modeling [14], since they deal 
with different types of non-functional requirements 
implicitly in terms of goals and anti-goals. However, risk 
analysis in goal-oriented modeling bears some resemblance 
to fault tree and similar forms of hazard analysis. Since the 
fundamental motivation behind STPA is the perceived 
inadequacies of such analytical techniques, one can 
hypothesize that risk analysis techniques grounded in goal-
oriented modeling may suffer similar problems. Section VI 
discusses possible future work that could test this hypothesis. 

Irrespective of that hypothesis, STPA-Priv as an 
analytical technique offers the benefit of applicabilty to an 
existing system design irrespective of what techniques were 
employed to develop it, including the particular life cycle 
used. (The use of STPA as an instrumental method is treated 
separately as “safety-guided design” [11].) Further, STPA-
Priv strikes a balance between prescription of privacy 
framework (e.g., LINDDUN [19]) and completely open-
ended goal-oriented modeling (e.g., KAOS [14]), enabling 
use of any defined privacy framework as a basis for analysis.

TABLE I.  CONTROL ACTION ANALYSIS FOR SMART TV FEATURE 

Privacy Constraint Incorrect control action Control action not provided Control action provided too 

soon or too late 

Control action applied too 

long or not long enough 

User of device associated 

with the same IP address as 

the television must not 

perceive unwanted 

surveillance based on the ads 

delivered. 

Transmission of viewing data 

from TV outside the U.S. 

enabled 

Privacy information not 

provided to user in the 

context of the device 

 

User is not empowered to 

disable collection of viewing 

data 

  

User must understand what 

and how data are being 

collected and used and actual 

practices must be consistent 

with that understanding.  

Transmission of viewing data 

from TV outside the U.S. 

enabled  

 

Privacy information unclear 

 

Micro-level data can be 

inferred from aggregate data 

 

Micro-level data can be 

associated with identifying 

information 

Privacy information not read 

 

Data are not deleted or are 

deleted inconsistently from 

the viewing and targeting 

data repositories 

Privacy information not 

communicated prior to TV 

use 

 

 

User must be able to 

determine how to disable 

collection of viewing data 

and to carry out those 

instructions. 

Instructions and/or control 

for disabling collection of 

viewing data not readily 

accessible 

User is not empowered to 

disable collection of viewing 

data 
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4. Identify privacy-compromising control 
actions (2/2)

TABLE II.  CAUSAL SCENARIO GENERATION 

Problematic Control Action Causal Scenarios 

Transmission of viewing data from TV outside the U.S. enabled VPN use results in TV outside the U.S. being associated with a U.S. IP address 

Privacy information not provided to user in the context of the device User of device has not reviewed privacy policy on TV and experiences ads that 

appear to reflect viewing habits 

User is not empowered to disable collection of viewing data User makes use of the TV but does not have the authority to disable collection 

of viewing data due to their position or role (e.g., a child or visitor in a home) 

Privacy information unclear Privacy policy provides information that is too general or too detailed to 

understand 

 

Privacy policy is poorly written for a general reader 

Micro-level data can be inferred from aggregate data Data are aggregated in such a way as to enable data associated with specific 

smart TVs to be recovered by analytics firms 

Micro-level data can be associated with identifying information As multiple sets of “anonymous” data are combined, it becomes possible to 

link data to specific individuals or households via quasi-identifiers 

Privacy information not read User ignores privacy policy when presented 

Data are not deleted or are deleted inconsistently from the viewing and 

targeting data repositories 

No explicit retention policy exists for data in the viewing and targeting data 

repositories; retention policy is implicit based on how information categories 

are defined in the privacy policy 

Privacy information not communicated prior to TV use Privacy policy is not presented to all individual users upon initial use 

Instructions and/or control for disabling collection of viewing data not readily 

accessible 

User can’t find or can’t remember where to find instructions and/or control for 

disabling collection of viewing data 

 

User has difficulty following instructions for disabling collection of viewing 

data 

VI. CONCLUSION 

The extent to which STPA has successfully identified 
safety risks missed by traditional techniques [e.g., 22] lends 
hope that STPA-Priv might do the same for privacy. It offers 
potential benefits when dealing with more complex systems 
by forcing systematic analysis of system controls and their 
ability to constrain behaviors that might compromise 
privacy. It should be noted that the back half of the 
process—capturing the functional control structure and 
analyzing controls—is not strictly linear and is more a matter 
of iterative refinement. Working through any one of the 
control structure, control action analysis, and causal scenario 
generation will prompt changes to the others. The ultimate 
result, then, will be more a matter of convergence than of 
reaching the end of a straightforward linear process. Such a 
process, arguably, is more likely to successfully 
accommodate the characteristics of complex socio-technical 
systems. 

Work to further develop STPA-Priv will encompass three 
stages. The first stage will involve refining the method as 
described above. The second stage will involve documenting 
the refined method in a manner that effectively supports 
operationalization for both systems engineering/development 
processes and the systems themselves. The final stage will 
involve applying the documented method to a real-world 
project with privacy implications to initially gauge its 
practicality. 

Ideally, the utility of STPA-Priv would then be further 
validated through a controlled experiment. This would 
involve two independent teams performing a privacy risk 
analysis on a relatively complex system. One team would 
employ STPA-Priv while the other would employ another, 
existing method (such as [10] or that described in [14]). Both 

effort and results would be compared and appropriate 
conclusions drawn regarding relative efficiency and efficacy.  

A less controlled, but more practical experiment, similar 
to [19] for STPA, would analyze a system for which a 
privacy risk analysis had already been performed and 
documented, assuming nobody on the STPA-Priv team had 
seen the other analysis. If STPA-Priv identified privacy risks 
missed by the other method, this would instill greater 
confidence in its value as a stand-alone technique. If each 
method identified risks that the other method missed, this 
would imply that the value of STPA-Priv might be as a 
complement to other privacy risk analysis methods. If 
STPA-Priv produced results that were no better, but no 
worse, than the other method, this would not invalidate it as 
it could still serve as an alternative technique based on 
individual or team preference. If, however, STPA-Priv 
identified only a subset of the privacy risks identified by the 
other method, this would cast serious doubt on its utility. 
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Conclusion

 The move toward privacy engineering requires more and better 

privacy-specific risk analysis methods (among others)

– For complex socio-technical systems

– That don’t rely upon arbitrary quantification

 STPA-Priv can help address this need by adapting STPA-Sec to 

accommodate

– The variety of privacy risk models

– The open-loop nature of some privacy controls

 Further developing this method requires refining the method 

and road-testing it with real-world projects
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Characterizing Privacy Engineering 
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