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Secure and dependable time synchronization is essential for
many industries, from finance and telecommunications to
electric power distribution and media production. New devel-
opments, such as 5G cellular networks and the digitalization of
electrical substations, further increase the importance of wide-
area clock synchronization, which relies on Global Navigation
Satellite Systems (GNSSes) as the most practical and cost-
effective source of reference time. Given this critical reliance,
security and dependability concerns around GNSSes — such
as jamming, spoofing, and even space warfare or solar super-
storms — are widely discussed in the time synchronization
community. Operators, equipment manufacturers, and ser-
vice providers are looking for alternative and complementary
sources of reference time, understanding that no single solution
will cover all requirements.

Local solutions like high-precision atomic holdover clocks
mitigate some of the risks but cannot eliminate them com-
pletely. Operational and cost concerns further limit their
applicability. While wide-area timing solutions can improve
reliability, they also introduce new challenges related to se-
curity risks in network-based communication for critical in-
frastructure. Many organizations face an additional challenge:
commercial or national time distribution networks are often
neither readily available nor practically feasible to implement
as custom one-off solutions. Notable exceptions include an
innovative public-private partnership in Sweden aiming at
taking the lead in time-as-a-service delivery [1], and a massive-
scale timing network currently being built in China to provide
a terrestrial backup for GNSSes [2].

Against this backdrop and based on earlier theoretical work
on global clock synchronization, we are developing Clockwire:
a cost-effective and flexible network-based clock synchroniza-
tion approach deployed as an active standby solution alongside
existing GNSS-based synchronization setups.

Clockwire builds on decades of fault-tolerant clock synchro-
nization research [3], [4] and leverages the path-aware SCION
Internet architecture [5]. This combination directly addresses
the challenges of introducing network-based time transfers in
systems with high security and dependability demands.

At the application layer, our approach implements a Byzan-
tine fault-tolerant, multi-source clock synchronization algo-
rithm that does not place trust in any single entity. The system
can tolerate a fraction of faulty entities while maintaining
accurate synchronization among participating sites, even when
GNSSes are unavailable or untrustworthy.

The networking layer of the Clockwire protocol stack uses
SCION, where its unique features make it an ideal substrate
for a wide range of critical infrastructure services. Time
distribution networks, in particular, can greatly benefit from
its advantages. One such advantage is the ability for end hosts
to select and use multiple network paths concurrently, thereby
improving fault tolerance. Furthermore, SCION paths are re-
versible and symmetric, which helps enhance synchronization
quality compared to offset measurements over today’s often-
asymmetric, ”hot-potato-routed” Internet paths.

Thanks to SCION’s growing commercial deployment,
Clockwire enables new types of time distribution networks.
These networks combine Internet-like flexibility and cost-
effectiveness with many of the quality-of-service and control
benefits typical of dedicated leased-line networks. In Switzer-
land, organizations can obtain native SCION connectivity for
end hosts through standard business accounts from multiple
providers, enabling dependable time distribution where exist-
ing solutions would be too expensive, inflexible, or insecure.

Academic institutions around the globe are invited to join
by applying to the SCION Education, Research and Academic
Network (SCIERA). This program enables full native access
to the SCION production network connecting the EU, Asia,
North and South America, as well as Africa (under construc-
tion).

Building on this foundation, we are finalizing a first release
of Clockwire, working toward production readiness. This de-
velopment critically relies on early feedback from cooperation
with partners from academia and industry. Through our initial
pilot deployment with interested organizations we hope to:

• Refine the offset measurement algorithm using multiple
reversible and symmetric network paths concurrently.

• Improve multi-source clock steering that synthesizes
GNSS-based reference time with system-wide agreed-
upon network time.

• Integrate a simulation layer to deterministically test
Clockwire’s resilience against low-probability, high-
impact events that would otherwise be difficult to prepare
for on a large scale.

• Further investigate practical ways to enhance robustness
against network congestion, including large-scale DDoS
attacks, and the incremental deployment of such attack-
resistant synchronization methods [6].

We welcome organizations interested in the pilot program to
reach out directly to Marc Frei at marc.frei@inf.ethz.ch.
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SCION's unique features make it an ideal substrate for
a wide range of critical infrastructure services. Time
distribution networks, in particular, can greatly benefit
from its advantages. One such advantage is the ability
for end hosts to select and use multiple network paths
concurrently, significantly improving fault tolerance.
Additionally, SCION paths are reversible and
symmetric, which helps enhance synchronization
quality compared to offset measurements over today's
often-asymmetric, "hot-potato-routed" Internet paths.

Security and dependability concerns around GNSSes are widely discussed in the time synchronization 
community. Operators, equipment manufacturers, and service providers alike are looking for alternative
and complementary technologies, understanding that no single solution will cover all requirements.

Joining these efforts, the Network Security Group at ETH Zürich together with Christoph Lenzen (CISPA)
are developing Clockwire: a cost-effective and flexible network-based clock synchronization approach
deployed as an active standby solution alongside existing GNSS-based synchronization setups.

This approach builds on decades of fault-tolerant clock synchronization research and leverages the path-
aware SCION Internet architecture. SCION provides the necessary resilience and security properties at
the network layer as an intrinsic consequence of its underlying design.

Thanks to SCION's growing commercial deployment, Clockwire enables 
new types of time distribution networks. These networks combine 
Internet-like flexibility and cost-effectiveness with many of the quality-
of-service and control benefits typical of dedicated leased-line networks, 
enabling dependable time distribution where existing solutions would be 
too expensive, inflexible, or insecure.

Academic institutions around the globe are invited to join by applying to 
the SCION Education, Research and Academic Network (SCIERA). This 
program enables full native access to the SCION production network
connecting the EU, Asia, North and South America, as well as Africa.

Finalizing the first release of Clockwire, we 
are working toward production readiness. 
This development critically relies on early 
feedback from cooperation with partners 
from academia and industry.

We welcome organizations interested in the 
pilot program or future research to reach 
out to Marc Frei at marc.frei@inf.ethz.ch.
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Abstract—Many critical computing applications rely on secure

and dependable time which is reliably synchronized across large

distributed systems. Today’s time synchronization architectures

are commonly based on global navigation satellite systems at the

considerable risk of being exposed to outages, malfunction, or

attacks against availability and accuracy. This paper describes a

practical instantiation of a new global, Byzantine fault-tolerant

clock synchronization approach that does not place trust in

any single entity and is able to tolerate a fraction of faulty

entities while still maintaining synchronization on a global scale

among otherwise sovereign network topologies. Leveraging strong

resilience and security properties provided by the path-aware

SCION networking architecture, the presented design can be

implemented as a backward compatible active standby solution

for existing time synchronization deployments. Through extensive

evaluation, we demonstrate that over 94% of time servers reliably

minimize the offset of their local clocks to real-time in the

presence of up to 20% malicious nodes, and all time servers

remain synchronized with a skew of only 2 ms even after one

year of reference clock outage.

Index Terms—Byzantine fault tolerance; clock synchroniza-

tion; multipath communication

I. INTRODUCTION

Secure and dependable time synchronization is an essential

prerequisite for many industries with applications in finance,

telecommunication, electric power production and distribution,

or environmental monitoring.

Current best practice to achieve large-scale time synchro-

nization relies on Coordinated Universal Time (UTC) as a

global time standard which is distributed within multiple,

hierarchical synchronization networks from a set of primary

time servers to every end host in the system. The Network

Time Protocol (NTP) [43] is a commonly used protocol for

this purpose. Global Navigation Satellite Systems (GNSSes)

are the most practical and cost effective sources of UTC as a

reference time in this architecture.

Alternatives to GNSSes as reference clocks for UTC exist,

but these more specialized methods are primarily used in

purpose-built solutions with very specific use-cases:

• Multi-Source Common-View Disciplined Clock

(MSCVDC) is a recent design to support critical

infrastructure systems that require fault-tolerant clock

synchronization. In its current stage of development,

MSCVDC makes use of GNSSes (and a central cloud

service). Conceptually it would be feasible to augment

the implementation with additional time sources, possibly

even based on terrestrial transmitters. But it remains

to be explored in how far the strict dependency on

GNSSes could be removed for deployments beyond

geographically restricted areas [52], [40].

• Two-Way Satellite Time and Frequency Transfer (TW-

STFT) provides significantly better synchronization qual-

ity than one-way communication with GNSSes at much

higher complexity and cost [65]. Like GNSSes, TW-

STFT relies on satellite infrastructure which represents

a potential source of disruption. The system also poses

considerable unsolved scalability challenges to support

more than a few tens of clients [53].

• Time distribution over dedicated fiber optic links does not

come with a dependency on satellites. At the same time

this technology is not flexible enough to synchronize a

potentially large and evolving set of primary time servers

around the globe [11], [27].

• Physical transport of high-accuracy clocks can be a viable

synchronization method but it is even more limited in its

application than dedicated fiber optic links [22].

We also note that installation of atomic clocks at every site

to be synchronized is not sufficient to avoid dependencies

on GNSSes. Atomic clocks can only serve as accurate and

highly stable oscillators. As so-called frequency standards they

cannot provide UTC by themselves but have to be continu-

ously synchronized with external time sources [39]. Ongoing

synchronization is required to compensate for nonidentical

frequency drifts among separate clocks. Moreover, due to

occasional (positive or negative) leap second insertions, UTC

is not a fixed time scale that can be computed locally without

external coordination.

Based on this short survey we conclude that there currently

exists no practical alternative to GNSSes to receive UTC as a

global reference time. In the context of critical infrastructure

this means a significant risk since GNSSes exhibit a num-

ber of potentially severe vulnerabilities such as equipment

failure [25], misconfiguration, malicious manipulation by at-

tackers [51], and due to more localized spoofing or jamming

attacks [69], [26]. Natural disasters like, for example, solar

superstorms could also hit and impact GNSSes [30].
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