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Abstract—MITRE ATT&CK is an open source taxonomy of adversary tactics, techniques, and procedures based on real-world observations. Increasingly, organizations leverage the ATT&CK as the basis for evaluating their security posture, while Endpoint Detection & Response (EDR) products have integrated ATT&CK into their design and marketing. However, the extent to which this integration has improved real-world security remains unclear – Does increasing your organization’s coverage of ATT&CK improve its security? In this work, we attempt to answer this question by conducting a comparative analysis of EDR products’ use of the MITRE ATT&CK knowledge base. We begin by evaluating 3 ATT&CK-annotated EDR detection rule sets from major commercial providers (Carbon Black, Splunk, Elastic) to identify commonalities and underutilized regions of the ATT&CK matrix. We continue by performing a complete qualitative analysis of ATT&CK techniques to determine their feasibility as detection rules. Our initial findings indicate potential limitations of using ATT&CK coverage as an evaluation metric for EDR tools, as we identify several techniques that do not have viable endpoint detection strategies.

I. INTRODUCTION

Since its introduction in 2013, the MITRE ATT&CK Framework has expanded beyond its initial purpose of documenting attacker behavior. The framework draws from real-world observations to define a hierarchy of common adversarial tactics representing high-level goals, techniques describing actions associated with one or more tactics, procedures specifying an implementation of a technique, and detections explaining how a technique can be detected. In recent years, ATT&CK has become intertwined with the assessment of enterprise security; a 2020 survey of security professionals found that 57% of respondents also use ATT&CK to evaluate the efficacy of deployed security products [2]. In fact, digital forensics and incident response consultants now regularly conduct audits of their clients coverage of the ATT&CK framework (e.g., [3]). Unsurprisingly, security product vendors have followed suit, such as Splunk advertising ATT&CK coverage for their EDR tool [4]. Despite its prevalence, the effectiveness of ATT&CK coverage as an evaluation metric is not well understood.

In this work, we aim to explore this relationship between MITRE ATT&CK and enterprise security products. We focus on Endpoint Detection and Response (EDR) products due to their ubiquity in enterprise environments. EDR is used as an end-to-end solution for threat detection and remediation, with four main stages: detection, isolation, investigation, and removal (of threats). During detection, the EDR system logs system-level behavior (e.g., process executions), processes the logged events with its rule set containing signatures and heuristics for potential threats, and fires alerts when an event matches. Intuitively, EDR rules will be closely linked to ATT&CK detections and procedures and can be mapped to higher levels of the framework hierarchy. Therefore, we look to analyze rule sets where individual rules are annotated with a corresponding tactic and technique to understand EDR products’ use of MITRE ATT&CK.

II. DATA CHARACTERIZATION

We consider three popular industry endpoint detection and response systems: Carbon Black [5], Splunk Security Content [6], and Elastic Detection Rules [7]. Splunk and Elastic are both open-source rule sets published on GitHub, while Carbon Black is proprietary. We select these systems due to their wide deployment. Carbon Black was reported to be one of the top EDR solutions in Gartner’s 2023 market research [8], while both Splunk and Elastic hold dominant shares in the closely related SIEM (security information and event management) market [9]. We take a snapshot of each rule set in October 2022 and perform initial filtering before analysis. We omit Carbon Black rules from the Tor and Community watchlists, and omit Elastic rules that are deprecated or in development. After filtering, we determine the number of rules tagged with MITRE ATT&CK technique IDs for analysis, as shown in Table I. The rules are also tagged with other metadata information, such as a text description, false positive scenarios, and a severity score.

As seen in Figure 1, we observe that defense evasion, discovery, and persistence are among the most frequently appearing tactics associated with the rules. Resource development has the lowest coverage, as some of the corresponding techniques require offline activity that is not viable to implement. Overall, the rule sets have the highest coverage of the persistence and privilege escalation tactics. Further, we also see that combining the rule sets would largely improve technique coverage for most tactics.

III. QUALITATIVE ANALYSIS OF MITRE ATT&CK TECHNIQUES

As ATT&CK coverage has frequently been used as an evaluation metric, we aim to understand if individual MITRE ATT&CK techniques are useful towards evaluating the efficacy of EDR systems. We extend this to understand the relationship
between techniques and rule implementations in the selected EDR rulesets. Thus, we first take a qualitative approach to analyzing the technique definitions. Per technique, MITRE includes a text description and lists of procedure examples, mitigations, and detections when applicable. We pose three questions to categorize the techniques and determine how the rulesets vary across these categories. To finalize the codebook, two authors answered these questions for a random sample of 20 techniques. We discussed and decided upon a common terminology and decision logic to classify the techniques.

- **Is the technique viable to implement with an endpoint detection strategy?** Classify as "viable" or "not viable".
- **Are the majority of the technique’s detection strategies ineffective, or do the detection strategies not fit the context of the technique?** Classify as "not effective and/or does not fit context" or "effective and fits context".
- **What part of the target’s infrastructure does the technique target?** Classify as all that apply: "system", "network", "application", "third party", or "N/A".

The same two authors independently coded these questions for all techniques. They collaboratively resolved any disagreements and came to a consensus on all codes; therefore, we do not report inter-rater reliability [10].

We assess 26 techniques to not have viable endpoint detection strategies. Notably, half of the non-viable techniques occur during the early stages of attack development and are associated with the resource development (7) and reconnaissance (6) tactics. Further, all of these techniques target third party infrastructure (e.g., cloud infrastructure, remote repositories) or other non-endpoint targets (e.g., social media). 8 of the non-viable techniques are implemented by at least one of the three rulesets, primarily Splunk, which has 29 associated rules. The main reason for this inconsistency is due to rules using popular cloud and container services (e.g., AWS CloudTrail). The remaining rules look for system indicators that may be from malware performing reconnaissance or resource development.

We also observe 35 viable techniques that have no implemented rules. For 10 of these techniques, our codes indicated that the majority of their detection strategies were not effective or did not fit the context of the technique. Other techniques may not have been implemented for a variety of reasons, such as needing client-specific parameters in the detection strategies - for example, DS0016 monitors for unexpected file access and DS0029 monitors for unexpected surges in network traffic. Other techniques rely on human factors, such as T1598 (Phishing for Information) and T1534 (Internal Spearphishing). Additionally, techniques like T1030 (Data Transfer Size Limits) and T1041 (Exfiltration Over C2 Channel) require time series analysis that is difficult to define within a rule.

### IV. Conclusion

In this work, we discuss our preliminary investigation of how EDR tools use MITRE ATT&CK. We find ATT&CK techniques that are not viable to implement as endpoint detection strategies, as well as techniques that are viable, but difficult to implement. This suggests that ATT&CK coverage may have limitations as an evaluation metric for EDR tools. We plan to conduct further analysis to understand triggers for EDR rule creation and if different products that detect the same techniques are detecting the same attack behaviors.
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