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I. INTRODUCTION

People often have to go through a registration process to
avail different types of services, such as email accounts, loy-
alty memberships and even accessing public Wi-Fi hotspots.
Most of the forms used for such registrations, ask for a lot
of personal information about the individual which are often
beyond what is required to deliver the particular service [1].
More pertinently, users are often aware that their personal
information is at risk and have been repeatedly found to be
cynical about how it is used by organizations that collect it [2].

Obfuscation has been proposed as a privacy protection
mechanism to safeguard users’ personal information [3]. Such
mechanisms intercept the user’s personal information before
it is processed by the service provider, including social net-
works, and obfuscate it by either encrypting the data [4] or
substituting it with randomly generated fake data [5]. Most
obfuscation mechanisms, however, function “under-the-hood”
and therefore do not enhance users’ understanding of how
their information is protected. Users have to blindly trust
that the obfuscation mechanism can effectively safeguard their
personal information and have no control over how it actually
works. Consequently, such mechanisms have not been widely
adopted, possibly due to the so called “privacy paradox”,
which suggests that users often refrain from using privacy
protection mechanisms, even if they are aware of the risks of
disclosing personal information [6]. Therefore, new techniques
need to be investigated to improve the usability of privacy
protection mechanisms to make them more engaging for users,
to encourage adoption, as well as provide them with greater
control and flexibility when safeguarding their privacy.

II. USING AVATARS FOR PRIVACY PROTECTION

With the objective of providing users with more control
when protecting their personal information, and make this
process more transparent and engaging, in this research, we
propose the use of “avatars”, which are digital representations
for human users used for communicating online [7], [8], in a
privacy protection mechanism. The mechanism would allow
users to create “avatars” and then use the “fake” information
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of the avatar to register for online services. Hence, the users
would replace their personal information, thereby safeguarding
their privacy, and still complete the forms using the informa-
tion from the avatar profiles. In this way, the use of avatars as
a privacy protection mechanism addresses the issues of lack
of control and transparency that are currently exhibited by
privacy protection techniques that use obfuscation.

Avatars have been previously used in numerous applica-
tion areas [9], to enhance users’ intrinsic motivation through
self-determination theory [10], for the purpose of playing
games [11], [12] or to adhere to self-improvement pro-
grams [13]. The self-determination theory states that people’s
intrinsic motivation to conduct a task could be satisfied by
fulfilling the following three psychological needs when inter-
acting with an application: competence - the need of experi-
encing control over the outcome of a challenge; autonomy -
the need to engage in a challenge under one’s own choice; and
relatedness - the universal need of feeling connected to others.
For privacy protection, the use of avatars would satisfy the self-
determination needs of users as they would: (1) create avatars
they feel connected to (relatedness); (2) feel in control of
which information they want to use from the avatar, and what
personal information they want to safeguard (competence);
and (3) be creative in generating the avatars of their choice
(autonomy). To the best of our knowledge, avatars have not
been used for privacy protection and as highlighted in the
discussion above, we hypothesize that using avatars would be
an engaging and flexible privacy protection mechanism.

III. A PRACTICAL CASE STUDY

Figure 1 illustrates an example of how a user may use
an avatar to generate fictitious information to represent them-
selves when registering for online services. The figure shows
how Bruce Banner, a physicist born in December 1969, creates
an avatar of himself called “The Hulk”. He then uses the
fictitious information, highlighted in green (name, ZIP code,
email and birthday), to register for a Starbucks Rewards'
membership. In this way, Bruce can register for Starbucks
Rewards program and still safeguard his personal information.

Uhttps://www.starbucks.com/starbucks-rewards
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Fig. 1. Using an avatar to register for online services

In the given example (Figure 1, when Bruce Banner registers
for the Starbucks Rewards program, he would need to use
a legitimate Starbucks card number. He can, however, use
fictitious information (obtained from the avatar) to represent
himself, as shown in the example. This illustrates how using
avatars provides users with the desired flexibility of combining
fictitious and real information when providing it to service
providers, thereby controlling what personal information (in
addition to the mandatory requirements) they provide.

There may be instances in which fictitious information
cannot be used when registering for services as certain details
about the user cannot be “faked”. For example, when purchas-
ing products online, the user would need to provide a genuine
credit card number to ensure the successful completion of a
transaction. Moreover, if the product requires delivery, a gen-
uine address would need to be provided. Therefore, if Bruce
would want to use the delivery service, he would need to use
his correct ZIP code (01451) and not the fictitious one (90028).
Thus, using avatars can only safeguard privacy of personal
information which is not essential for the transaction to be
completed. It is also important to note that the information
referred to as essential is different from mandatory (typically
indicated with a “*’ symbol), which may be “faked” if it does
not affect the legitimacy of the transaction.

IV. FUTURE WORK

The next steps of this research can be summarized as the

following tasks:

e A systematic analysis of online registration forms, to
identify the most common personal information requested
from users, which will determine the biographical infor-
mation to be included in the avatars.

o A user-centered approach (i.e. workshops and focus
groups) to identify the key features required by such a
system to make it engaging (e.g. how could the system be
designed to motivate users to engage with it in a regular
manner?) and to satisfy users’ usability requirements
(e.g. what features should be provided to improve users
interaction with the system?).

¢ On completion of design and development, the mecha-
nism will be evaluated through a longitudinal field study

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]

[9]

[10]

(11]

[12]

[13]

to determine whether it fulfills the privacy-protection,
control and engagement objectives.
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