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I. MOTIVATION AND PROBLEM STATEMENT

Cloud computing is bound to become the leading trend
of modern computing. Its potential client base is extremely
diverse, ranging from small businesses, trying to cut down on
their computation and storage costs, to private users trying to
run computation-intensive applications on their lightweight,
hand-held devices, and to the military, trying to opportunis-
tically employ both trusted and untrustworthy computational
resources for quick information processing, leading to re-
sponsible decision making. In the delegation of computation
(or computation outsourcing) paradigm, the client delegates
a computational task to the server. The client provides the
server with the input of the computational task. The server
produces a result, and returns it to the client. Should the client
require result assurance, he can start a standard verification
protocol, where the server and the client assume the roles
of the prover and the verifier, respectively. The problem of
delegation of computation has been intensely investigated,
and almost-practical verification algorithms have been recently
proposed in [1] [2] [3] [4]. Moreover, the idea of delegation
of verification, first introduced in [5], is bound to additionally
decrease the computational costs of the client, by outsourcing
verification to a third party. Of course, new soundness and
confidentiality issues arise in this context.

Yet another, more challenging application of cloud com-
puting emerges in distributed environments, and is the focus
of the current research project. While civilian applications
abound, for demonstration purposes we like to refer to a more
security-sensitive example, like the one presented by a combat
environment.

Imagine a soldier squad, or a squadron of aircraft deployed
in the field, acquiring, sharing and processing information
to support decision making. Since information and (as a
consequence) computational loads may easily become over-
whelming (especially for a single one of the lightweight
devices carried by infantry troops), the need for distributed
delegation of computation becomes apparent. In this scenario,
the squad (or squadron) leader plays the role of the client,
while all other available computation resources play the role
of the server. The available computation resources include,
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but are not limited to, the computing devices carried by the
squad (or squadron) members. However, in addition to these,
the local infrastructure may be used to help the computation.
This approach immediately implies a need for confidentiality.
Moreover, since all protocols are negotiated over a wireless
medium, the confidentiality constraints on the delegation of
computation would also protect against undetected intrusion
by malicious devices.

A basic scenario is depicted in Figure 1, where squad
members, the local infrastructure, and enemy soldiers are
all part of two protocols: delegation of computation, and
delegation of verification. The local infrastructure may prove
to be a computational asset, but may not be trusted with
sensitive information, while the enemy soldier will probably
attempt to interfere with the correctness of the protocol, or
intelligently influence the protocol in a way that leads to
maximum information leakage. Consequently security mech-
anisms have to be implemented, to restrict the amount of
information that leaks to the delegates about: (a) the details
of the computational task, (b) the input of the computational
task and (c) the result of the computational task. In addition,
since verification is also outsourced in a distributed manner,
an additional layer of security mechanisms should ensure that
the verification protocol maintains its soundness, even in the
presence of colluding cheating or lazy verifiers.

II. METHODS AND THE KEY CONTRIBUTION

We aim to combine the distributed delegation of com-
putation with confidentiality constraints, and the distributed
delegation of verification, such that the set of provers coincides
with the set of verifiers. In fact this new framework implies
only two types of actors: the client C and the multiple
prover/verifiers P/V . We aim at keeping the computation
and/or the inputs/outputs (at least partially) confidential from
the prover/verifiers. Intelligent mixing and scheduling of the
delegation and verification tasks is required to maintain the
soundness of the protocol. Intelligent mixing and scheduling
would decrease the correlation between the computation and
verification tasks at each prover/verifier. This would reduce the
prover/verifier’s ability to cheat during the computation and
verification processes, while ensuring that the prover/verifier
cannot recover too much information about the computation
task, its inputs and its outputs. In essence, each compu-
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Fig. 1. A basic scenario of distributed delegation of verification with distributed delegation of verification.

tation/verification assignment is masked by other computa-
tion/verification assignments.
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Fig. 2. Delegation of computation with dele-
gation of verification in a simple star topology.

The challenge is
to ensure that such
exposure, which is
beyond the control
of the client, does
not compromise
the confidentiality
and soundness
of the protocol.
Information leakage
may prove to be
inevitable under
particular network
conditions. For these cases, we design a mechanism that can
easily detect and isolate the point where such information
leakage occurs. The following cases shall be considered under
this topology: (1) the client has the full knowledge of the
topology of the network of all verifiers/provers; (2) the client
has partial or no knowledge of the topology.

The first case requires a deeper understanding of the net-
work topology. We shall decompose the network according
to graph theory and find out critical nodes along the veri-
fication/computation chain. Critical nodes are those that are
exposed to the most information about the computational task
and its inputs/outputs. Special algorithms will be required
when interacting with the critical nodes. For the second case,
a tradeoff between security constraints and efficiency will be
provided.

To summarize, the contributions of our research project can
be stated as follows:

1) We propose to augment the distributed-delegation-of-

computation paradigm with distributed delegation of
verification. While the confidentiality aspect of delegated
verification can be solved by an extension of the results
in [5], we introduce more efficient algorithms, that rely
on intelligently mixing the computation results and veri-
fication tasks during the verification-delegation process.

2) We demonstrate, for the first time, that in a distributed
environment, the same computational resources used for
performing the delegated computation can also be used
for performing the verification, in a secure and sound
manner. We focus on a randomly-connected topology
with multiple, collaborating delegation and aggregation
nodes.
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