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Attacks on Machine Learning

• Adversarial Examples
• Poisoning Attacks
• Backdoor Attacks

• Model Extraction
• Membership Inference
• Attribute Inference

Unexpected Behaviours

Information LeakageML Model
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Membership Inference

• Infer if any given record is from the training data.

ML Model
Member or Non-Member 

Record

𝑥𝑥0 𝑥𝑥1 𝑥𝑥2

Training DataPopulation Data
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Membership Inference Works

4



Attribute Inference

• Infer information on missing attribute(s) with access to the ML Model.
• Is there any advantage to inferring attributes when in or out of the training 

data. (Learning from the Distribution versus Learning from inclusion)

ML Model

Member or Non-Member 
Record

𝑥𝑥0 ? 𝑥𝑥2

Training Data

Population Data

Infer missing as 𝒙𝒙′ where 
𝒙𝒙 − 𝒙𝒙′ = 𝟎𝟎
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Evaluating Attribute Inference

The models above are vulnerable to Membership Inference, 
however there is negligible advantage when performing 
Attribute Inference

Infer 15 (Most Important) Missing Features
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Attacks Threat Model

• 3 Black Box attacks
• Shadow MI (Shokri et al.)

• Loss MI (Yeom et al.)

• Confidence MI (Salem et al.)

• 2 White Box attacks
• Local MI (Nasr et al.)

• Global MI (Nasr et al.)

ML Model

Input Output

ML Model

Input Output

Model Parameters, Updates, Everything Else
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Evaluating Existing Membership Inference
Conf MI

AUC computed 
between members 
and groupings of 
non-members at 
various distances.

CIFAR Dataset 
in the paper

Hamming distance considered as Purchase 
and Location datasets are Binary
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Evaluating Existing Membership Inference
Conf MI

No non-member 
vectors at close 
distances

The distribution of non-members 
from the population do not show 
the full picture.

Vectors further 
away can be 
inferred more easily
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Strong Membership Inference

• Infer if member vectors/neighbor vectors are in the training dataset
• Is there any advantage to inferring membership when in (member 

vectors) or out (neighbour vectors) of the training data.

ML Model
Member Record

𝑥𝑥0 𝒙𝒙𝟏𝟏 𝑥𝑥2

Training DataPopulation Data

Neighbor Record

𝑥𝑥0 𝒙𝒙𝟏𝟏′ 𝑥𝑥2

Neighbor:
𝒙𝒙 − 𝒙𝒙′ < 𝜶𝜶
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SMI Theoretical results

• A successful Membership Inference attack does not imply a 
successful Strong Membership Inference attack
 (Theorem 1 in paper)

• Strong Membership Inference  Attribute Inference, 
assuming r-neighbour distinguishability holds
 (Theorem 2 in paper)
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Evaluating Strong Membership Inference
Loss MI

We perturb member 
vectors to deliberately 
produce off-distribution 
non-members.

MI AUC increases as distance increases

More classes in a dataset is more vulnerable to MI
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Evaluating Strong Membership Inference
Loss MI

The SMI attack fails (0.5 AUC) 
at small distances

Odd behaviour whereby the AUC 
decreases at extreme distances
- Dominant Class

If SMI is not possible, 
then AI is not possible
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Approximate Attribute Inference

• Infer approximate information on missing attribute(s) with access to the ML Model.
• Is there any advantage to inferring attributes when in or out of the training data. 

(Learning from the Distribution versus Learning from inclusion)

ML Model

Member or Non-Member 
Record

𝑥𝑥0 ? 𝑥𝑥2

Training Data

Population Data

Infer missing as 𝒙𝒙′ where 
𝒙𝒙 − 𝒙𝒙′ < 𝜶𝜶
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Evaluating Approximate 
Attribute Inference

Infer missing as 𝒙𝒙′ where 
𝒙𝒙 − 𝒙𝒙′ < 𝜶𝜶

We set 𝛼𝛼 as 7.5, the distance 
of a random guessIt is possible to successfully infer approximate attributes 

significantly better than random guess when the target 
model is susceptible to membership inference.
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Key Takeaways

1. It is difficult to infer exact attributes (AI), even if it is susceptible to MI.
2. Existing MI works consider datasets with vectors at large distances from 

each other.
3. The performance is close to a random guess (AUC = 0.5), for close non-

members, problematic as SMI is needed for AI.
4. Dominating classes are less susceptible to MI and SMI attacks.
5. Observations of MI and SMI susceptibility is consistent across different ML 

architectures.
6. It is possible to approximately infer attributes (AAI), when susceptible to MI.
7. The more overfitted a target classification model, the more susceptible it is 

to AAI. AI remains difficult even with increased overfitting levels.
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Questions?
Read more insights and 

details about our results.

https://arxiv.org/abs/2103.07101
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