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The Lattice of  Information

Various semantic models of  information flow use 
equivalence relations to model information
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A missing abstraction: 
disjunctive information flow
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Disjunctive 
Information Flow
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Disjunctive Information Flow 
What is it Good For?
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Contributions

A semantic model for  disjunctive information 
flow generalising the lattice of  information 

• Disjunctive policies (ethical wall)

Model enjoys properties useful for reasoning 
about programs

• Disjunctive completion of  IF lattices

• Compositional reasoning principles
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Equivalence Relations as Partitions 
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The Lattice of  Partitions 
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The lattice of  Information
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Information Flow Properties
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Information Flow Properties
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"P maps R-equivalent things to S-equivalent things" 
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Expressing disjunctive policies?

LoI can express a specific instance 
of  a disjunctive flow: 

Mein 
Luftkissenfahrz
eug ist von den 

Aalen voll

"VW data flows to Consultant if  they 
speak German, otherwise Volvo data 
flows to consultant"

But such conditions may be complex, unknown, or irrelevant 
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Tiling closure

Equivalence classes = observations

Tiling closure of  a set of  partitions = all 
relations that can be built by mixing and 

matching observations
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Conclusion

A Quantale of Information: a strict generalisation of the Lattice of Information 

More in the paper, including: 

• Capture the essence of ethical wall policies in a precise sense

• Nice compositional properties which make reasoning easier:


