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Abstract—We present an automatic method to learn models of network protocol implementations which uses only network traces for learning. We employ language modelling techniques to infer a model for legitimate network communication which can then be used to identify network traces which deviate and thus have to be investigated.

While previous work on learning models of network protocols often requires manual interference – especially fine-tuned adapters and abstractions – our experiment is performed in a highly automated manner. Furthermore, our model can process large vocabularies successfully which allows us to consider more complex protocols and to make use of more detailed abstractions than are currently in use. Most importantly, by using neural network language models with embeddings we are able to estimate the conformance of a test trace even if it contains messages that the model has not been in training. To evaluate our work, we train a model on traces generated by nqsb-TLS, a modern implementation of the TLS protocol. In our experiment, we use this model to predict the next message given an arbitrary prefix with 92.9% accuracy and 58.0% F₁ score.

I. INTRODUCTION

The correct implementation of network protocols is a complex endeavour. Yet, for cryptographic network protocols correctness is of utmost importance to ensure security and integrity of network communication. Due to the ever existing need for stronger cryptography and for additional capabilities, cryptographic network protocols become a complex patchwork of extensions. Correctness of implementations can be established with model-based testing which aims at showing that the behaviour of an implementation does not differ from its intended behaviour as expressed by an explicit behavioural model [1]. However, large specifications pose serious issues to conventional model-based testing as generating models manually becomes increasingly difficult. To overcome this issue, the model can be learned from a reference implementation instead and then be used to apply model-based testing methods on arbitrary implementations of the same protocol. This model can also be used to identify suspicious traces in a running system.

In this paper, we apply methods from language modelling to automatically learn a behavioural model of the Transport Layer Security (TLS) protocol from a collection of network traces. TLS is today’s most widely used transport layer cryptographic protocol (e.g., in HTTPS, SIP, OpenVPN). Most TLS implementations provide a wide array of TLS versions, protocol extensions, authentication modes and key exchange modes in order to be maximally compatible with clients. To deal with this complexity, we present an automatic method that indicates if an implementation behaves as it did in the training period. This method learns models of network protocols using a neural network with message embeddings. Similar to word embeddings in human language technology (HLT), message embeddings are projections of network messages into a real-valued space in which similar messages cluster. These embeddings enable us to provide meaningful estimates when encountering unseen messages during evaluation, a crucial feature for many real-world applications (e.g., intrusion detection systems [2]).

II. RELATED WORK

Models of network protocols have been learned in the field of reverse engineering but these often makes use of additional information aside from network traces. For instance, [3] perform dynamic taint analysis of the running executable in order to infer protocol message formats. However, a lot of security-critical and privacy-critical software runs on resource-constrained devices which are only accessible via network interfaces.

Finite state machines (FSM) of protocol implementations can be learned with the learning algorithm $L^*$ [4]. $L^*$ infers the implementation’s actual FSM and makes it accessible to manual inspection [5]. At the same time $L^*$ is restricted to learning simple protocols or highly abstracted versions of protocols due to high computational cost (cf. [6]). Sequence modelling with large vocabularies has first been studied in the context of HLT. Statistical language models in their simplest form are Markov chains assigning probability to a sequence of words [7]. In recent years, language models based on neural networks (NNLM) have been introduced [8] and extended to allow for variable-length dependencies [9]. They also embed words into a real-valued space in which relationships between words are reflected by a relation-specific vector offset [10]. As a result, closeness in this space is indicative of similarity and is thus a form of clustering.

III. TLS EXPERIMENT

A. Data

In our experiment we used a collection of roughly 52k TLS network traces as output by the tracing component of [11]. We
only use network traces and exclude other information present in this data, i.e., machine state information.

The data is formatted as a sequence of trees of message fields. In order to limit the vocabulary size we ignored any information below the third level (e.g., Handshake-In ClientHello Random 01234... → Handshake-In ClientHello Random). However, this happens in a completely automatic manner and thus many fields remain in the data that are irrelevant to our experiment.

**B. Method**

In our experiment, we employ a long short-term memory (LSTM) NNLM that we implemented using Torch [12]. The neural network has 2 hidden layers with 128 neurons each and embeds messages into a 64-dimensional continuous space. This embedding space allows the model to estimate the similarity of messages it has not seen at training time (e.g., TLS 1.3 in the future).

To evaluate our model we split the data into a training set (80%), a development set (10%) and an evaluation set (10%). For the final score we take prefixes of random length from the evaluation traces and let the model predict the next message. For the evaluation traces, the model predicts the next message correctly in 92.9% of the cases and an F₁ score of 58.0%.

While we were able to estimate similarity between messages by means of their context reasonably well, we would prefer to use also the information inside a message (i.e., information extracted from its fields). Our model can be extended to make use of this kind information similar to sub-word modelling in HLT [13].

**ACKNOWLEDGMENT**

This work was supported by Graz University of Technology through the LEAD Project “Dependable Internet of Things in Adverse Environments” and the European Commission through project IMMORTAL (317753).

**REFERENCES**