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. INTRODUCTION m[z]Clz,y]. Then, by marginalization we get jointly dis-
Protecting confidential information from improper disclo- tributed random variable¥ andY with marginal probabilities

sure is a fundamental security goal, made more challenginﬁ(x) = >, plz,y) andp(y) = >, p(x,y) respectively,
due to the practical difficulty of preventing all leakage eéset ~ and conditional probabilitiep(y|z) = % as well as
information. For instance, a login program that rejectsan i (y|y) = Péﬂ(c;)ﬂ (provided that the denominators are nonzero).
correct password unavoidably reveals that the secret Pasdsw rq congitional probabilitiep(z|y) can then be grouped into
differs from the one that was entered. One promising way 1Q,,gterior distributiong x|, of the secret for each outpuyt
address information leakage is to considenitantitatively _Hence, assuming an aélJversary that kno@sand =, after

base(_j on the i”“ﬁ“‘)” that a login program is ac_ceptable IrEJbserving outpuy, the knowledge of the adversary aboXit
practice because it leaks only a “small” amount of informati o updated fromr to py|
v

about the secret password. This viewpoint has led to theadrea
guantitative information floywvhich has seen growing interest
in the past decade. (See, for example [1], [2], [3].) 1. COMPOSITION REFINEMENT

Measures of information flow are based on the information- Back in 1993, Landauer and Redmond [6] noticed that we
theoretic notion ofchannel[4]. Channels capture the rela- can describe the information leakage of deterministic ot
tionship between the inputs and the outputs of a systerby considering the partition that the channel induces on the
through a channel matrix which specifies, for each input, th&et of secret inputs. Each block in the partition contairis al
conditional probability of observing each output of theteys.  the inputs that map to a particular output. For example, if
The leakage of a channel is then calculated based on thetextet,,,,.., is a channel that outputs the country of birth of an
to which observing the channel’s output helps an adversarindividual, then it partitions the set of individuals acdimy to
determine the value of the secret input. their country of birth. Moreover, partitions are partiatigdered
y the refinement relation. It is said that partitienis refined

partition ~ if each block of~ is contained within some
ock of . To illustrate this, leC.;;, be a channel that outputs

Note that the amount of information that a channel leak
depends on the adversary’s prior knowledge about the secr
input. For instance, if the adversary already knows what th . . S
secret input is, then the channel cannot leak any addition oth the country and city of birth of an individual. Hence,

information. Moreover, given two channels with the same sefiNC€ the information provided by the partition induced by

of secret inputs, which one is more secure in terms of inforCeity 1S finer grained than the information provided by that of

mation flow also varies with the adversary’s prior knowledge Ceountry We say that the partition afc;q, refines the partition
Fortunately, it has been shown [3] that channels under th@" Ceountry:-

composition refinememélation preserve their leakage ordering  \we remark that partitions under the refinement relation
for all contexts. In light of these observations, in this posteform a complete lattice [6] which, in quantitative inforriuat

we present some current work on the mathematical structure @ow, is known as thelattice of Information Furthermore,
channels under the composition refinement relation, sh}pwmgiven deterministic channet§; andCs,, the partition induced

that composition refinement is a partial order upsenantic  py ¢, is finer than the partition induced by, iff C; never
equivalenceAs we explain in Section V, channels are semaneaks more tharC, for any given context [7], [3].

tically equivalent if they are equivalent from the adveysar
perspective. These results do not extend to probabilistic systems, for
probabilistic channels do not partition the set of secrpuis.

[I. MODELING THE SYSTEM AS A CHANNEL However, we can work around this issue by considering the
concept ofcascading A cascade of two channels is a classic
construction where the output of the first channel is used as
input to the second. We writ€; = C>C5 to indicate that”y
is the cascade of channel and Cs5. Then, given channels
C1 andCs with the same set of secret inputs, it may be that

Sis equivalent taCs followed by some post-processing; that is,

81 = CyC3 for some channel’s. In this case we say thdt;

is composition refinedy Cs, denoted byC; C, Cs [3]. An

important property of cascading is that, post-processiitg w
Following [5], given a prior distributionr on X we can the second channel can only destroy information [4], [5], [3

define the joint distributiorp on X x Y as pxvy(z,y) = therefore, ifC; T, Cs, thenC; never leaks more information

A channelis a triple (X, Y, C), where X’ is a finite set
of secret input valuegy is a finite set of observable output
values, and” is a|X| x | Y| matrix, called thechannel matrix
The intent is thatC[z, y] is the probability of obtaining output
y when the input isz. Note that each entry of’ is between
0 and 1, and each row sums to 1. An important special ca
is a deterministic channelwhere each input yields a unique
output.



than Cy for any given context. Moreover, in the case gf

Mclver et al. [8], the leakage semantics of a char{@él), C)

leakage [3], such strong leakage ordering implies comjposit is a mapping[C] : DX — DDX from prior distributions

refinement. For theoriaceous conjecturef [3] follows from

on the set of secret input& to hyper-distributions, i.e.

techniques presented in [8]. Hence, composition refinemmsent distributions on posterior distributions. We have foundttthe

the only way for the strong-leakage ordering to hold.

Composition refinement and partition refinement are
strongly connected. Given deterministic chann@{sand Cs,
the partition induced by’; is finer than the partition induced
by C; iff C; = C3Cs3 for some channelC;. That is,

Gy

leakage of a channél (under the leakage measures discussed
in the literature: mutual information [4], min-entropy leme
[2] or g-leakage [3]) depends only diC].

We say that two channels are semantically equivalent

=, Cy if they denote the same mapping, that is, if

partition refinement and composition refinement coincide fo [C1] = [C-]. It turns out that when some columns ©f are

deterministic channels [3]. To illustrate this, considemna
deterministic channel's;;:. that given the city and country
of birth of an individual outputs only the country of birth.
Then, channel’.oynry is equivalent to channél,;., followed
by post-processing with chann€ly;ise,, that is, Ceountry =
Ccitycfilter and Ccountry Lo Ccity-

scalar multiples of one another, they can be merged and the
result is a semantically equivalent channel. If we also Hoat
resulting columns lexicographically, we obtain a well-defi
reduced channe{C},. ChannelsC' and{C'}, can be seen as
being equivalent from the point of view of the adversary.

We have found that semantic equivalence is simple to

Because composition refinement is associated to a stror@leck, in fact,Cy =; Cs iff {C1}, = {Ca},. Even more

leakage ordering and, for deterministic systems, coirscidiéh

remarkable, based on this property, we have been able te prov

the Lattice of Information, it has been proposed as a catelidathat semantic equivalence and composition equivalencthare

for generalizing the Lattice of Information to probabilist
systems [3].

IV. GENERALIZING THE LATTICE OF INFORMATION

We are interested in understanding the extent to whic
composition refinement generalizes the Lattice of Inforomat
to probabilistic systems. With respect to order-theorptimp-
erties, the first thing to remark is that composition refinetne
is a preorder, that is, it is a reflexive and transitive relati
However, composition refinement is not antisymmetric sinc
there exist channel matrices such tbatC, Cy andCsy T, C;
and yet(Cy; # C,. Hence, composition refinement is not a
partial order.

same relation.

VI. CONCLUDING REMARKS

Because semantic equivalence and composition equiva-
iJ1ence coincide, composition refinement can be seen as a
partial order, up to semantic equivalence. That is, contioosi
refinement partially orders semantic denotations of chianae
equivalently, partially orders reduced channels. Herexdyced
channels (or semantic denotations of channels) are to proba
ebiIistic channels, as partitions are to deterministic cies.
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seen as a partial order. The idea is that, instead of ordering
channels directly, we order classesamimposition equivalent
channels. Channel§; and Cy are composition equivalent, (1]
denotedCy =, Cs, if C1 T, C2 and C2 C, Cy. We can
then say that composition refinement is a partial order up to
composition equivalence. Moreover, in Sections V and VI, we
will establish that it is also a partial order up to semantic[2]
equivalence of channels.

We now wonder whether channels under composition re-
finement form a lattice. For deterministic channels, thestlea [3]
upper bound ofC; and C; is the channel that on input
produces as output the pdif; (z), C2(x)) [6]. Such channel
induces the coarsest partition that is finer than the pamstof 4]
both C; andC>. However, this does not extend to the case 01l
probabilistic channels. For two runs of a probabilistic roiel 5]
carry more information than a single run.

V. SEMANTIC EQUIVALENCE OF CHANNELS -
Since composition refinement orders classes of composi-
tion equivalent channels, it is important to understand twha[7]

are the structural properties of such classes of channels.

Note that, assuming that the adversary knaWsand =,  [g]
the posterior distributiong x|, and their probabilities(y)
are whatC reveals to the adversary abatit Hence, following
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