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What do we mean by “deception?”

Let me give an example…



 
A Gay Girl In Damascus 



A blog by
Amina Arraf

A Syrian-American activist

Lives in Damascus

Facts about Amina:















 
A Gay Girl In Damascus 

Thomas MacMaster
A 40-year old American male

Fake picture 
(copied from Facebook)

The real “Amina”



Why we are interested?


Thomas developed a new writing style for Amina




• Deception in Writing Style:
– Someone is hiding his regular writing style



• Research question:
– If someone is hiding his regular style, can we 

detect it?






Why do we care?
• Security:

– To detect fake internet identities, astroturfing, 
and hoaxes



• Privacy and anonymity:
– To understand how to anonymize writing style





Why not Authorship Recognition? 

• Many algorithms are available for 
authorship recognition using writing style.



• Why cannot we use that?



Assumption of Authorship recognition

• Writing style is invariant.


– It’s like a fingerprint, you can’t really change it.




Wrong Assumption!

• Imitation or framing attack

– Where one author imitates another author
• Obfuscation attack

– Where an author hides his regular style








M. Brennan and R. Greenstadt. Practical attacks against authorship recognition 
techniques. In Proceedings of the Twenty-First Conference on Innovative Applications of 
Artificial Intelligence (IAAI), Pasadena, CA, 2009.









Can we detect stylistic deception?

Deceptive Regular



Can we detect stylistic deception?

Deceptive Regular



Analytic Approach


   Data Collection


  Classification


Feature 
Extraction


Feature Ranking



Data collection

• Short-term deception: • Long-term deception:
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Data collection

• Short-term deception:
– Extended-Brennan-

Greenstadt Corpus
• Fixed topic
• Controlled style 

– Hemingway-Faulkner 
Imitation corpus
• No fixed topic
• Controlled style

• Long-term deception:
-Thomas-Amina Hoax 

corpus
• No fixed topic
• No control in style



• Participants
– 12 Drexel students
– 56 AMT authors

  Extended-Brennan-Greenstadt Corpus

• Writing samples
– Regular (5000-word)
– Imitation (500-word)

– Imitate Cormac McCarthy
– Topic: A day 

– Obfuscation (500-word)
– Write in a way they don’t 

usually write
– Topic: Neighborhood









• Classification task:
• Distinguish Regular, Imitation and 

Obfuscation

  Extended-Brennan-Greenstadt Corpus



Classification
• We used WEKA for machine learning.


• Classifier: 
– Experimented with several classifiers
– Choose the best classifier for a feature set


• 10-fold cross-validation
– 90% of data used for training
– 10% of data used for testing



• We experimented with 3 feature sets:
– Writeprints
– Lying-detection features
– 9-features




Feature sets



• We experimented with 3 feature sets:
– Writeprints

• 700+ features, SVM
• Includes features like frequencies of word/character n-

grams, parts-of-speech n-grams.
– Lying-detection features
– 9-features




Feature sets



• We experimented with 3 feature sets:
– Writeprints

• 700+ features, SVM
– Lying-detection features

• 20 features, J48 decision tree
• Previously used for detecting lying.
• Includes features like rate of Adjectives and Adverbs, 

sentence complexity, frequency of self-reference. 
– 9-features




Feature sets



• We experimented with 3 feature sets:
– Writeprints

• 700+ features, SVM
– Lying-detection features

• 20 features, J48 decision tree
– 9-features

• 9 features, J48 decision tree
• Used for authorship recognition
• Includes features like readability index, number of 

characters, average syllables. 




Feature sets

















How the classifier uses changed and 
unchanged features

• We measured
– How important a feature is to the classifier 

(using information gain ratio)
– How much it is changed by the deceptive users




 







How the classifier uses changed and 
unchanged features

• We measured
– How important a feature is to the classifier (using information gain ratio)
– How much it is changed by the deceptive users


• We found
– For words, characters and parts-of-speech n-grams
    information gain increased as features were changed more. 
– The opposite is true for function words (of, for, the)


• Deception detection works because deceptive 
users changed n-grams but not function words. 

 



Problem with the dataset: 
Topic Similarity

• All the adversarial documents were of 
same topic.

• Non-content-specific features have same 
effect as content-specific features.





  Hemingway-Faulkner Imitation Corpus

Faux Faulkner Contest International Imitation Hemingway 
Competition



• Participants
– 33 contest winners

• Writing samples
– Regular

• Excerpts of Hemingway
• Excerpts of Faulkner

– Imitation
• Imitation of Hemingway
• Imitation of Faulkner

  Hemingway-Faulkner Imitation Corpus



• Classification task:
• Distinguish Regular  and Imitation

  Hemingway-Faulkner Imitation Corpus



Imitation success
Author to 
imitate

Imitation 
success

Writer’s Skill

Cormac 
McCarthy

47.05% Not 
professional

Ernest 
Hemingway

84.21% Professional

William 
Faulkner

66.67% Professional







Long term deception 

• Writing samples
– Regular

• Thomas’s writing sample at 
alternate-history Yahoo! group

– Deceptive
• Amina’s writing sample at
alternate-history Yahoo! group
• Blog posts from “A Gay Girl in 

Damascus”

• Participant
– 1 (Thomas)



Long term deception 

• Classification:
• Train on short-term deception corpus
• Test blog posts to find deception



• Result:
• 14% of the blog posts were deceptive (less 

than random chance).



Long term deception: 
Authorship Recognition

• We performed authorship recognition of 
the Yahoo! group posts.



• None of the Yahoo! group posts written as 
Amina were attributed to Thomas. 



• We tested authorship recognition on the 
blog posts. 

• Training:
– writing samples of Thomas (as himself), 
– writing samples of Thomas (as Amina), 
– writing samples of  Britta (Another suspect of 

this hoax).


Long term deception: 
Authorship Recognition



Thomas MacMaster (as himself): 54%

Thomas MacMaster (as Amina Arraf): 43%

Britta: 3%



Long term deception: 
Authorship Recognition



Thomas MacMaster (as himself): 54%

Thomas MacMaster (as Amina Arraf): 43%

Britta: 3%

Maintaining separate writing styles is hard!




Long term deception: 
Authorship Recognition











Summary
• The problem:

– Detecting stylistic deception
– How to detect if someone is hiding his regular writing style?


• Why do we care:
– For detecting hoaxes and frauds.
– For automating writing style anonymization.


• Why not authorship recognition:
– Because authorship recognition algorithms are not effective 

in detecting authorship when style is changed.




Summary
• Results:

– Extended-Brennan-Greenstadt corpus:
• We can detect imitation and obfuscation with high accuracy.

– Hemingway-Faulkner Imitation corpus:
• We can detect imitation with high accuracy.

– Thomas-Amina Hoax corpus:
• We can detect authorship of the blog posts as maintaining different writing styles 

is hard.
• Which linguistic features are changed when people hide their 

writing style:
– Adjectives, adverbs, sentence length, average syllables per word


• Which linguistic features are not changed
– Function words (and, or, of, for, on)



Future work
• JStylo: Authorship Recognition Analysis Tool.
• Anonymouth: Authorship Recognition 

Circumvention Tool.







• Free, Open Source. (GNU GPL)
• Alpha releases available at: https://

psal.cs.drexel.edu



Thank you!
• Sadia Afroz: sadia.afroz@drexel.edu
• Michael Brennan: mb553@drexel.edu
• Rachel Greenstadt: greenie@cs.drexel.edu
• Privacy, Security And Automation Lab (https://psal.cs.drexel.edu)



